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A B S T R A C T   

Pulse Wave Velocity (PWV) corresponds to the velocity at which pressure waves, generated by the systolic 
contraction in the heart, propagate along the arterial tree. Due to the complex interplay between blood flow and 
the artery wall, PWV is related to inherent mechanical properties and arterial morphology. PWV has been widely 
accepted as a biomarker and early predictor to evaluate global arterial distensibility. Still, several local abnor
malities often remain hidden or difficult to detect using non-invasive techniques. Here, we introduce a novel 
method to efficiently construct a local estimate of PWV along the aorta using 4D-Flow MRI data. A geodesic 
distance map was used to track advancing pulses for efficient flow calculations, based on the observation that the 
propagation of velocity wavefronts strongly depends on the arterial morphology. This procedure allows us a 
robust evaluation of the local transit time due to the pulse wave at each position in the aorta. Moreover, the 
estimation of the local PWV map did not require centerlines, and the final result is projected back to 3D using the 
same geodesic map. We evaluated PWV values in healthy young and adult volunteers and patients with uni
ventricular physiology after a Fontan procedure. Our method is fast, semi-automatic, and depicts differences 
between young versus adult volunteers and young volunteers versus Fontan patients, showing consistent results 
compared to global methods. Remarkably, the technique could detect local differences of PWV on the aortic arch 
for all subjects, being consistent with previous findings of reduced PWV in the aortic arch.   

1. Introduction 

Non-invasive biomarkers for cardiovascular diseases are an intensive 
research subject due to their implications: Patient safety and less 
expensive examinations. In that direction, cardiologists have introduced 
several ways to detect abnormalities by means of different cardiac im
aging modalities, to provide qualitative and quantitative information 
about the performance of the cardiovascular system. One of them is 
Computed Tomography Angiography (CTA), which, jointly with 
computational fluid dynamics, can infer Fractional-Flow Reserve (FFR) 
across the stenosis in coronary arteries [1]. Another recent approach for 
FFR is [2], in which Machine Learning is used to approach blood flow 
from static CTA. However, the 4D-Flow MRI technique has gained 

interest because it may reveal valuable data for assessing the hemody
namics in heart chambers and large vessels [3–5]. The development of 
4D-Flow has enabled the computation of non-invasive cardiovascular 
parameters beyond FFR, including wall shear stress, helicity, vorticity, 
viscous dissipation, oscillatory shear index, among others. These new 
parameters have already shown promising results in different cardio
vascular pathologies [4,6–8]. 

Another relevant biomarker is the aortic Pulse Wave Velocity (PWV), 
corresponding to the speed of pressure waves propagated along the 
arterial tree, generated by the systolic contraction in the heart. The 
standard technique for calculating PWV, particularly in the aorta, is 
through pressure data from cardiac catheterization. Nevertheless, that is 
an invasive procedure, operator skill dependent, it is also subjected to 
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the positioning of the catheters and not free of complications [9–10]. 
Another approach to obtain PWV is by flow calculations. From Navier- 
Stokes equations in cylindrical coordinates, it follows that pressure 
and flow propagate at the same wave velocity (see [11]; hence, either 
pressure or flow data can be considered to calculate PWV. 

Utilizing non-invasive techniques for PWV offers a new paradigm to 
evaluate biomechanical markers for several aortic diseases [12]. A 
standard procedure for registering pulse waves is the transcutaneous 
tonometer by compressing superficial arteries [13–14]. Similar to ul
trasound imaging, it is beneficial in many fields, including the calcula
tion of PWV, but still restricted to small and near-surface vessels (see 
[15–16]. Moreover, the limited number of regions that can be measured, 
inter-operator variability, and incertitude in the position of sensors 
[17–18] make detecting local alterations difficult. 

Besides theoretical formulations made for straight pipes (see, e.g. 
[19–21], PWV in the aorta can be calculated as the quotient PWV = Δd/ 
Δt, where Δd is the arc length between two reference points and Δt is the 
time delay (or transit time) of the wave. Therefore, the global calcula
tion of PWV in the aorta requires one point in the ascending and another 
in the descending aorta. The time-delay is obtained by comparing flow, 
velocity, or pressure curves between these two specific points. 

Methods such as 2D or 3D CINE phase-contrast (PC) MRI, also known 
as 4D-Flow MRI [9], have been used to obtained global PWV. Two- 
dimensional flow evaluations [22], or distensibility measures [23], 
although useful and reliable, may still require multiple slice locations to 
assess PWV in different regions, as suggested by [24]. However, the 
planning of several slices may be tedious and time-consuming to truly 
assess regional PWV [10]. On the other hand, current methods based on 
4D-Flow MRI data require calculating a centerline either selecting points 
or generating them semi-automatically using libraries as the Vascular 
Modeling Toolkit (VMTK: The Vascular Modeling Toolkit is available at 
www.vmtk.org). Then, global PWV is obtained by adjusting a linear 
regression using the collected time-delay data [9]. This approach may be 
inaccurate in intricated geometries where flow or pressure wavefront 
does not necessarily coincide with the centerline. 

In summary, there are some drawbacks in current procedures for 
estimating PWV, including: 

(a) The data collected by catheterization procedures are sensitive to 
correct catheter placement. It is also a risky procedure for patients. 

(b) The centerline methods do not necessarily coincide with the path 
followed by a wavefront. This misfit implies that, in such cases, distance 
and time calculated from flow curves may not be accurate. 

(c) Finally, current methods only provide global measurements of 
PWV. 

To overcome these issues, we propose a novel and robust technique 
that considers the morphology to efficiently calculate flows, time- 
delays, and a continuous PWV map along the artery in a semi- 
automated manner. 

2. Materials and methods 

2.1. Morphology and flow preprocessing 

We use two different datasets in this work: Fluid-Structure Interac
tion (FSI) simulations and DICOM files from MR scanners with 4D-Flow 
MR encoding. For the 3D FSI simulations, the geometries shown in 
Figs. 1 and 3 were generated using GMSH [25] (see the appendix for 
mesh details). In the case of DICOM files, the volume occupied by the 
fluid was segmented using a homemade Matlab library (The MathWorks, 
Natick, MA, USA), including the generation of the tetrahedral mesh, as 
detailed in previous reports in [7–8]. For the 4D Flow MRI data pro
cessing, the angiographic segmentation used: thresholding, labeling, 
and manual separation of the vessels [26]. The mesh, created using the 
iso2mesh MATLAB toolbox [27] and CGAL (Computational Geometry 
Algorithms Library, http://www.cgal.org), has nodal velocity values 
transferred from the 4D Flow MRI data sets using cubic interpolation. 

This procedure permits the evaluation of flow at each node of a static 
and tetrahedral mesh, which facilitates calculating the quantities 
described below. 

2.2. Geodesic distance map from the inlet 

The propagation of waves in straight vessels has been widely 
analyzed in fluid mechanics literature [11]. Regardless of boundary ef
fects, wavefronts can be characterized using parallel planes perpendic
ular to the symmetry axis in straight vessels [10,28]. For curved arteries, 
many studies have assumed that wavefronts are still planes perpendic
ular to the axis of symmetry, which may not necessarily be true [29]. 

To estimate the shape of wavefronts, we proposed to use the geodesic 
distance from a given source. According to Fermat’s principle (i.e., the 
shortest travel time gives the best path to evaluate distances), any 
wavefront was recovered as the level-set in the distance map over the 
region of interest. The formulation of the distance problem (known as 
Eikonal) was to find d : Ω⊂R3→R solution to 

‖∇d‖ = 1inΩ, d = 0onΓ (1) 

Fig. 1. From (a) to (d), four instants in Fluid-Structure simulation for a bent 
pipe, where an impulsive flow thrust the particles towards the outlet. The 
geodesic map displayed as level sets show that the wavefront does not follow a 
flat surface. The level set of the geodesic map appear like a good approximation 
to track wavefronts. 

Fig. 2. Time-delay curve from a patient, where the color of balloons denotes 
different sections, and each one was fitted using a polynomial of degree 2 and a 
maximum of 6 segments. 
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With ‖y‖ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑3

i=1y2
i

√

for any y ∈ R3 [30]. The domain Ω was the 
region of interest, and Γ represented the reference surface, i.e., the inlet. 

The numerical solution of the nonlinear hyperbolic equation (1) was 
obtained using the Fast Sweeping (FS) method over tetrahedral meshes, 
as proposed in [31]. The algorithm, implemented in C++, produced fast 
and accurate solutions with a complexity of O(N log N) (where N was the 
number of nodes in the tetrahedral mesh). The normal vector to the level 
set d = constant, for any ∈ Ω , was defined as 

n(x) =
∇d(x)
‖∇d(x)‖

(2) 

The definition given in (2) produced an extrapolation of the normal 
vector to every point in Ω. In Fig. 1, one example of the wavefront 
evolution is where the FSI model illustrates how a pulse wave produced 
at the inlet propagates towards the outlet (see section 2.4). In that figure, 
the geodesic map obtained as the numerical solution to the Eikonal 
problem (1) showed that level-sets are an excellent approximation to 
follow wavefronts and propagation of pulses. 

2.3. Time delay estimation 

The time delay can be estimated via transit-time, flow-area, or cross- 
correlation methods. Transit-time and cross-correlation methods pro
duce similar and reproducible results, while flow-area requires more 
intensive user interaction (see [32]. Although transit-time methods, like 
time-to-foot, are robust and comparable to cross-correlation (7). The 

latter can be easily automated, and therefore, we have used this 
approach. 

Before calculating cross-correlations between flow curves, we 
addressed some issues to estimate time delays as we explain below. 
These issues were related to (a) Backward flows and wave reflections, 
(b) the high computational cost of flow evaluations (at several loca
tions), (c) temporal resolution, and noise sensitivity. 

(a) Given np level-sets, we defined Γi = {x ∈ Ωsuchthatd(x) = li} for a 
constant level 0 ≤ li ≤ max

x
d(x) with = 1,⋯, np , and the distance map d :

Ω→R solution to (1). As pointed out in [33], the site of wave reflections 
varies with age, making it difficult to predict which slices will be more 
affected by waves traveling from the periphery back to the heart. 
Therefore, due to Eq (2), the evaluation of the forward flow on the 
surface Γi is, for some fixed i, was 

Ev⋅nF
+
= max(0, v⋅n)

This filtering procedure gives us relevant information to capture 
forward pulses along the aorta. 

(b) The flow was evaluated on several level-sets using the following 
integral identity 
∫

Γi

Ev⋅nF
+ds =

∫

Ω
Ev⋅nF

+δΓi (x)dx 

reducing computational efforts. That was done to replace the explicit 
surface construction by an implicit level-set on the distance map, where 
δΓ represents the Dirac mass over the subset Γ⊂Ω . Since Dirac masses 

Fig. 3. Schematic description of the method. (1)The acquisition images are encoded with 4D-Flow MRI, leading to the segmentation as a tetrahedral mesh. The 
velocity is interpolated to the mesh. (2) The Eikonal solver on the mesh provides the distance map (with respect to the inlet). (3) Velocity and distance map permit the 
calculation of the wavefronts. (4) Time delay is recovered using a robust cross-correlation between the wavefronts. Its expected value is localized in the artery with 
the distance map. Hence, PWV is estimated from the monotonic slope filtering. (5) Finally, the PWV is projected on the mesh using the distance map. 
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cannot be numerically evaluated, the regularized version 
∫

Γi

Ev⋅nF
+ds =

∫

Ω
Ev⋅nF

+w(x, li)dx (3) 

where w(x, li) = δ∊(d(x) − li)|∇d|(x) and δ∊(f) =
̅̅
π

√

3∊ exp

(

−

(
πf
3∊

)2
)

is 

an approximation to the Dirac mass for some 0 < ∊≪1 . We used ∊ ≈
1.25× (mesh size), as proposed in [34]. Hence, for each level set, the 
time-delay curve is recovered with the implicit integration (3) for each 
time step.  

(c) Due to the range of PWV values in arteries oscillated between 2 
and 15 [m/s] (see [21], the temporal resolution was increased. 
Also, since time-delay, obtained from cross-correlations between 
waveforms, was sensitive to noise and the chosen interpolation, 
we introduced perturbations to produce more robust results. 
Instead of standard interpolation using polynomials or cubic 
splines, which are prone to overshoot with noisy data, we 
consider curve fitting using Fourier series for each waveform, 
considering 6,7,8,9,10,11 and 12 Fourier terms to generate seven 
independent curve reconstructions. Gaussian noise was added 
twice, to perturb the flow data with an amplitude of 5 % of the 
maximal velocity. Finally, the value obtained from cross- 
correlations among all the combinations, considering seven and 
fourteen, without and with noise, respectively, lead to a stable 
evaluation of the time-delay curve at several positions along the 
artery. 

The numerical algorithms described above were implemented in 
Matlab (MATLAB Release 2018a and Signal Processing Toolbox 8.0, The 
MathWorks, Inc., Natick, Massachusetts, United States). 

2.4. PWV evaluation from time-delay curves 

After the determination of the transit time of a pulse in the aorta, 
PWV can be locally determined as the inverse of the slope at each po
sition. For in-vivo studies, some reports as [35], have described the ef
fect of the reflections in the quality of PWV estimations. The evaluation 
of the advancing pulse is affected by complex morphology, sudden 
variations in wall stiffness, thickness or cross-section diameters, and 
asynchronous movements of surrounding organs may lead to local flow 
alterations, leading to backward waves and eventually some vortexes 
[36]. 

To determine only forward pulses, we proposed the following pro
cedure to estimate PWV: (a) Determined sections having a similar trend 
(with the Pruned Exact Linear Time algorithm, or PELT, proposed by 
[37] using six segments as maximum), (b) Fit each section with a 
polynomial interpolation, and (c) Negative slopes were neglected. In 
Fig. 2, the time-delay was decomposed in independent sections auto
matically detected using the Matlab implementation of PELT algorithm, 
using the findchangepts function. Then, each section was fitted using a 
polynomial of degree 2. 

2.5. PWV from 3D fluid-structure simulations 

To evaluate the method, a 3D FSI model, following [38–40], was 
used to provide synthetic data to calculate PWV. The geometry used in 
the simulations is described in Fig. 3, and the FSI Model is explained in 
the appendix section. 

Using the information provided in the FSI model and evaluating the 
more precise solution to Moens-Korteweg relation (e.g. [21] for wave 
speed (see [41], PWV can be calculated as 

PWV = ϕ
(

Kf

ρf

)1
2
(

1 +

[
(D + 2h)2

h(D + h)
− 2(1 − ν)

]
Kf

E

)− 1/2

≈ 477.2
[cm

s

]
(4) 

with ϕ =

(

1 − ν2
(

1 + Eh
Kf D

(

1 −
Kf ρs
Eρf

)))

≈ 0.94 and Bulk modulus 

Kf = 2.2 × 1010
[

dyn
cm2

]

for water. 

2.6. PWV evaluation using patients and volunteer’s data 

We used 4D-Flow MRI data previously acquired from a population of 
18 adult volunteers (30.40 ± 6.32 years old, BMI 23.31 ± 6.52, 10 men), 
a cohort of 5 young volunteers (3.6 ± 1.7 years old, BMI 20.5 ± 5.6), and 
8 Fontan patients that have undergone surgery involving the recon
struction of the proximal aorta, with the placement of a Goretex patch in 
the ascending and transverse aorta (age: 7.7 ± 2.5 years old, BMI 
16.5 ± 1.6). Typically, the reconstructed aorta in these patients is 
characterized by dilatation of the proximal part with tapering over the 
transverse arch (see [42]. 

Parameters of the 4D-Flow sequence included retrospective cardiac 
gating, 25 cardiac phases, reconstructed voxel size of 2–2.5 mm 
isotropic targeted to the patient size, and TR(ms)/TE(ms) = 4.8/2.7. 
After that, 100 equidistant isosurfaces are considered for the calcula
tions of local PWV. 

For each subject, the distance along the aorta was normalized be
tween 0 and 1 by dividing by its maximum value. In this way, we 
compared different morphologies, after removal of upper branches in all 
subjects. 

To compare groups, boxplots and mean/standard deviation/median 
PWV values were estimated for each group. We used the Wilcoxon 
signed-rank test to evaluate statistical differences at different sections in 
the aorta, namely, the ascending aorta (AAo), the aortic arch (AArch), 
the proximal descending aorta (pDAo), and the distal descending aorta 
(dDAo). Additionally, global PWV was calculated in the entire thoracic 
aorta using two methods for each group: the slope of the linear regres
sion in time-delay plots as proposed in [9], and the average of the 
continuous PWV obtained with our method, including Wilcoxon signed- 
rank test. 

3. Results 

As described in the previous section, the application of a geodesic 
distance also defines a map that allows the localization of the calculated 
PWV at each position along the aorta. We take advantage of that to 
identify coordinates in the mesh corresponding to positions along the 
aorta, enabling the visualization of results on the corresponding 
morphology. 

3.1. Fluid-Structure simulation 

In Fig. 4, the comparison between straight and bent pipes describes 
how morphology affects the evaluation of PWV. In this case, the mesh, 
the geodesic, and the PWV map are shown in Fig. 4a, 4b and 4c, 
respectively. Fig. 4d incorporates the flow chart for the bent (top-left) 
and straight (top-right) pipes, and the PWV evaluation along the 
respective pipes (bottom). Following peak values in the flow chart reveal 
local variations due to the presence of the arch in the bent pipe. 

Equation (4) provides a theoretical value of 477.2 [cm/s] for the 
straight pipe, which can be used as a reference. In that case, the evalu
ation with our method produces a constant PWV of 427.7 [cm/s], rep
resenting an underestimation of 10.4 %. In contrast, the bent pipe 
describes a softening before the arch (before d = 1.5 in Fig. 4b, reaching 
a minimum of 200 [cm/s] in the arch and approaching 600 [cm/s] in the 
descending part. The effect of the morphology is noticeable, showing a 
decreased PWV in the arch compared to the rest of the pipe. Despite that 
variation, the average is 426.9 [cm/s]; this is an underestimation of 
10.5 % with respect to the reference given for straight pipes. 

For comparison purposes, different approaches were also 
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implemented. The methods compare the flow curves between the inlet 
and a plane located at 6.5 [cm] from the inlet, namely first-last, then the 
evaluation of the inverse slope calculated from the linear regression in 
the time-delay curve (see [9], and the average PWV calculated along the 
centerline with our method. The results are shown in Table 1, showing, 
in general, a good agreement, where the First-Last and Linear- 
Regression methods have a better performance, indicating a difference 
below 4 %, with respect to the theoretical value found with equation (4). 
In comparison, our method has an underestimation of approximately 
10 % for the same reference. In contrast, our global average of PWV was 
closer to the theoretical one than other methods (10.5 % versus 14.2 % 
and 17.3 %) for the bent pipe. Moreover, our result is consistent with the 
average for the straight tube with the same method. 

3.2. Volunteers and patients using MRI data 

Examples of local PWV evaluations for an adult volunteer, a young 
volunteer, and a Fontan patient are shown in Fig. 5a, 5b, and 5c, 
respectively. The evaluation of PWV was separated into four sections, 
considering all subjects per group in boxplots in Fig. 5d and 5e. These 
sections were defined, for each subject, as ascending aorta (AAo), aortic 
arch (AArch), proximal descending aorta (pDAo) and distal descending 
aorta (dDAo). 

In Table 2, the mean PWV value, standard deviation, and median 
were estimated for different groups at different sections in the aorta for 
volunteers and patients. The comparisons consider the pairs volunteers 
(young and adult) and equivalent subjects (young volunteer and patient) 
because the groups of patients are children, not adults. 

Young and adult volunteers showed the same trend in different 
sections in the aorta. A reduction in PWV was observed in the aortic arch 
in both groups in comparison to other regions, similarly as in the FSI 

simulation. A consistent increment in PWV for adults compared to young 
volunteers (mean ages are 30.4 and 13.6 years old, respectively) pre
sented significant differences in all regions (p < 0.01). 

The comparison between Fontan patients and young volunteers 
showed that Fontan patients had an increased PWV value in the aortic 
arch (5.63 [m/s] compared to 2.09 [m/s], representing an increment of 
269 % in the mean value). The Wilcoxon rank test only shows statistical 
differences in the aortic arch, corresponding to the intervention area in 
Fontan patients. 

In Fig. 6, the global PWV is evaluated along the entire thoracic aorta 
using (a) the slope of the linear regression in time-delay plots as pro
posed in [9], and (b), the average of the continuous PWV obtained with 
our method. Significant differences were found only between young and 
adults groups (p < 0.01), showing equivalent trends using the linear 
regression method and the average of our continuous result. 

4. Discussion 

Since PWV is a consequence of the interplay between geometry, 
stiffness, and thickness, it is clinically relevant to reveal local features 
about the structure using non-invasive measurements. We achieved this 
goal by using a geometric optics argument (the Eikonal problem) to 
describe the shape of wavefronts along the arteries. To our knowledge, 
this approach has not been previously considered. 

The automatic distance measured along the artery facilitates the 
evaluation of flow at any position, without centerlines, and avoids 
overlapping flow surfaces (see, e.g. [3], all calculated at a low compu
tational cost. After the segmentation of MR images, the overall pro
cessing time was in the order of 1 min. Additionally, the distance map 
enables projecting the result onto three-dimensional morphologies for 
better visualization. 

Fig. 4. Bent and straight pipes: the mesh (a), the geodesic map (b), and the projection of PWV estimation from 1D to 3D in (c). The figure (d) top-left indicates Flow 
in bent pipe evaluated at different positions and time. Figure (d) top-right: Flow in straight pipe evaluated at different positions and time. Figure (d) bottom: PWV 
calculated at each position for both geometries. The positions denoted in the x-axis of figure (d) corresponds to the map conceived with the geodesic map given in (b). 

Table 1 
PWV values and its differences with respect to the reference value applying equation (4). In the first and third column, PWV is calculated using cross-correlation 
between first and last flow curves (First-Last), the inverse of the slope using linear regression in time-delay plot (Linear Regression), and the average of the contin
uous PWV values along the artery with the proposed method (Average). The difference in the second and fourth columns is indicated as percentages, and all of them are 
below that reference.  

Method PWV Straight tube [cm/s] Difference wrt (4) (straight) PWV Bent tube [cm/s] Difference wrt (4) (bent) 

First-Last  461.1  3.4 %  394.8  17.3 % 
Linear Regression  458.8  3.9 %  409.4  14.2 % 
Average  427.7  10.4 %  426.9  10.5 %  
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The differences observed of PWV in Table 1 for straight pipe, the 
First-Last and Linear Regression approaches show a better performance 
than ours with respect to the reference of 477.2 [cm/s] (3.4 % and 3.9 %, 
resp. and ours 10.4 %), calculated using the equation (4). However, 
considering the full simulated pipe, our method seems to be more stable 
(10.5 % of difference) for straight and bent pipes, while the other 
techniques present more significant variations (17.3 % and 14.2 %, 
resp.). In that sense, the application of First-Last and Linear Regression 
methods would identify as different the straight and bent pipes for the 
same material, thickness, and diameter, but could not identify the 
location of its difference. Further, in our numerical simulations, the 
PWV value for the bent pipe is not constant along the artery (see Fig. 4d 

around the value obtained in a straight pipe, being consistent with 
previous reports [29,43], where the effect of the curvature produces a 
diminished PWV value in the arch, which increases towards the outlet. 
Although these findings could shed some light on the relation between 
PWV and morphology, additional studies are required to assess global 
sensibility regarding morphologic variations and noise. 

In the in-vivo data from young and adult volunteers, a consistent 
decrement in PWV values is observed in the aortic arch, from the 
ascending to the descending aorta. That is similar to findings in previous 
reports. In [44], the aorta in adults was studied in 4 sections, from the 
arch to the thoracic aorta, showing that the aortic arch was slightly less 
stiff than the descending aorta. In [45], a combination of techniques 
shows that PWV is slightly lower in the aortic arch than the ascending 
aorta. To compare with other results (from Table 2 in [45] and using 
manual positioning of planes), PWV for the AArch is in the order of 
3.84 ± 0.75 [m/s], AAo 4.59 ± 1.11 [m/s], and DAo 5.22 ± 1.22 [m/s] 
for healthy subjects below 50 years old (AArch were obtained with 
regional aortic arch MRI while AAo and DAo were obtained with 
distensibility measures.) Our comparable PWV values from boxplots are 
for adult subjects AArch 2.4 [m/s], AAo 7.1 [m/s], pDAo 5.8 [m/s] and 
dDAo 7.0 [m/s], being consistent with the inferior value for the aortic 
arch. 

The sample size of our healthy young controls (children) was small 
compared to adult controls due to the difficulty in recruiting them for a 
4D-Flow MRI study. Nevertheless, the comparison between young and 
adult volunteers showed increasing values of PWV with age, which were 
consistent with previous analyses (see [9,12,45–46]; due to an increased 
stiffening of aortic walls as the age increases. 

Interesting results in the comparison of young volunteers and Fontan 

Fig. 5. PWV values projected onto 3D meshes for (a) an Adult volunteer, (b) a Young volunteer and (c) a Fontan patient. Boxplots in (d) with the PWV values 
obtained for three different groups: Healthy adult controls (cyan), Healthy young control (green) and Patients after Fontan procedure (orange). The definition of the 
sections is shown in (e). 

Table 2 
Mean, standard deviation, and median values obtained for Young controls, Adult 
controls, and Fontan patients measured at four sections, including marks for 
statistical differences between groups. These sections are denoted as ascending 
aorta (AAo), aortic arch (AArch), proximal descending aorta (pDAo), and distal 
descending aorta (dDAo), respectively.   

AAo AArch pDAo dDAo    

Mean Young  3.70 *  2.09 *,**  3.38 *  4.06 
Std Young  1.29   1.28   1.41   1.42 
Median Young  3.53   1.62   3.32   4.19 
Mean Adult  9.41 *  2.71 *  6.13 *  7.17 
Std Adult  5.64   0.90   1.56   1.46 
Median Adult  7.05   2.40   5.78   7.02 
Mean Fontan  3.88   5.63 **  4.79   8.05 
Std Fontan  2.22   5.77   1.62   5.20 
Median Fontan  3.80   4.47   5.53   5.64  
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patients were shown in 5(d) and Table 2. Since the ages were similar, it 
was also expected to obtain comparable values in several parts of the 
aorta. However, in Fontan patients, the PWV in the aortic arc was higher 
than in young volunteers and adults. This elevated PWV was probably 
due to surgical aortic arch reconstruction as these patients underwent in 
their early life, which might significantly alter local mechanical prop
erties (due to the insertion of Goretex patches) and shape (tapering from 
the ascending aorta) (see [42] and references therein). This result 
showed the potential of our technique to identify alterations through 
continuous PWV. 

The comparison in Fig. 6 was consistent with findings reported by 
[9], where global evaluations in adult volunteers showed higher PWV 
values than young volunteers, and there, for both methods, we detect 
significant differences. However, there was no statistically significant 
difference with Fontan patients, possibly related to the small sample 
size. 

One aspect addressed in this work, was the occurrence of localized 
negative slopes in time-delay curves, which may seem contrary to the 
causality principle, i.e., with the advance of the wavefront, the time- 
delay monotonically increases as we move away from the inlet. From 
visual inspection of 4D-Flow MRI data, rapid alterations, or flow dis
orders concentrated at some specific positions in the aorta, occurring in 
a few time frames, produce that negative slope. In [35], bias effects in 
the evaluation of time-delays due to the “confluence of incident and 
reflected waves” have also been reported. We hypothesize that rapid 
variations in the morphology or wall stiffness, turbulent flow or vortices, 
or the influence of the movement of organs in contact with the aorta may 
introduce alterations in PWV evaluations. Those events might produce 
sharp (but localized) bias in the time delay and require more depth 
exploration. 

The resolution of three-dimensional vector data recovered in the full 
aorta compromised the temporal resolution and scanning times. That 
has to be taken into account to avoid significant inaccuracies in evalu
ating time delays [47]. In that direction, some improvements have been 
proposed as multislice 2D Phase-Contrast scanning with one- 
dimensional velocity encoding (see, e.g. [48] or 2D PC with M− mode 
Fourier velocity encodings [49]. Those techniques can produce high- 
quality time delay curves by manual co-location of planes in the aorta, 
extending the patient’s time inside the scanner, or at the expense of 
evaluating only PWV in the descending aorta. In our case, we proposed 
Fourier-based curve fitting and perturbations in the data to produce 
robust time delay estimations. We obtained the cross-correlation taking 
all the possible combinations among Fourier coefficients and the data 
perturbations. Another limitation in our study is that the segmentation 
of the aorta is fixed, i.e., omitting the movement of the aorta. That is 

related to the resolution of 4D-Flow MRI (in the order of 2–2.5 mm), 
which is not enough to assert the movement of the arterial wall in the 
entire image during the cardiac cycle. Fortunately, the velocity near the 
walls in the aorta is remarkably reduced. Therefore, its contribution to 
the evaluation of flows was negligible. 

5. Conclusion 

This paper proposed a novel method to efficiently construct a PWV 
map along the entire thoracic aorta using 4D flow MRI data from in vitro 
and in vivo data. No manual plane placements or centerlines were 
required. The methodology provided a promising non-invasive and 
semi-automatic technique to obtain local information about the aortic 
wall properties that apply to several cardiovascular diseases. Our initial 
results show not only the convenience of local analyses but also the 
relevance of the geometry as in the aortic arch, where PWV is lower for 
both FSI simulations and in vivo data. This work suggests new research 
questions about the relevance of the morphology in the evaluation of 
PWV in large vessels and how that may be related to internal reflections 
for pulsatile flows. The application of our method to arteries and their 
branches, like those in the carotid, is also a subject of future work. 
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Appendix 

A. The FSI Model 
The implementation uses strong coupling between Navier-Stokes in Arbitrary Lagrangian-Eulerian formulation (ALE) with the Saint-Venant finite 

elasticity model for the solid wall. The simulations were performed with a homemade FSI coded in Python with the DOLFIN 2017.2.0 (FEniCS) 
package [50], delivering the data to evaluate PWV. A straight pipe and a bent pipe using the same coefficients for the solid, this is, the Young modulus 

of E = 3× 106
[

dyn
cm2

]

, Poisson’s ratio ν = 0.3, inner diameter D=1[cm] and wall thickness h=0.1[cm]. The fluid density was ρf = 1
[

gr
cm3

]
and ρs = 2

[
gr

cm3

]

stands for the solid density. 
For the straight pipe, the unstructured mesh consisted of 19717 nodes and 97393 tetrahedra for the fluid mesh. The solid mesh was composed of 

17802 nodes and 55751 tetrahedra in a total length of 12 [cm]. In the case of the bent pipe, the curvature radius along the axis symmetry was 1 [cm], 
and its total length (measuring its centerline) coincides with that of the straight pipe. The fluid mesh was composed of 19106 nodes and 92701 
tetrahedral elements, and the solid mesh contained 18127 nodes and 56944 tetrahedra. 

The fluid used a Taylor-Hood finite element, and the polynomial space for the solid was the Lagrange quadratic elements. At the inlet, a velocity 
profile was imposed, following [51] (Eq. (5.14)), given by uin(r, t) = 343.99(0.25 − r)2(

− 1357t9 + 7433t8 − 17099t7 + 21255t6 − 15356t5 =

6379t4 − 1368t3 + 97t2 + 6t
)

where r was the local radial coordinate at the inlet and t the time evolution. The condition applied at the outlet was a do- 
nothing type 
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elastischen Röhren, Ann. Phys. 241 (12) (1878) 525–542, https://doi.org/ 
10.1002/(ISSN)1521-388910.1002/andp.v241:1210.1002/andp.18782411206. 

[20] A.I. Moens, Die Pulscurve, E.J. Brill, Leiden, 1878. 
[21] W.W. Nichols, M.F. O’Rourke, C. Vlachopoulos, D.A. McDonald, McDonald’s blood 

flow in arteries : theoretical, experimental and clinical principles., Hodder Arnold, 
2011. https://www.crcpress.com/McDonalds-Blood-Flow-in-Arteries-Sixth- 
Edition-Theoretical-Experimental/Vlachopoulos-ORourke-Nichols/p/book/ 
9780340985014 (accessed August 21, 2018). 

[22] J.M. Boese, M. Bock, S.O. Schoenberg, L.R. Schad, Estimation of aortic compliance 
using magnetic resonance pulse wave velocity measurement, Phys. Med. Biol. 45 
(2000) 1703. http://stacks.iop.org/0031-9155/45/i=6/a=320. 

[23] H.B. Grotenhuis, J. Ottenkamp, D. Fontein, H.W. Vliegen, J.J.M. Westenberg, L.J. 
M. Kroft, A. de Roos, Aortic elasticity and left ventricular function after arterial 
switch operation: MR imaging–initial experience, Radiology 249 (2008) 801–809, 
https://doi.org/10.1148/radiol.2492072013. 
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