
1240 IEEE TRANSACTIONS ON MEDICAL IMAGING, VOL. 40, NO. 4, APRIL 2021

HARP-I: A Harmonic Phase Interpolation
Method for the Estimation of Motion

From Tagged MR Images
Hernán Mella , Joaquín Mura, Hui Wang, Michael D. Taylor, Radomir Chabiniok ,

Jaroslav Tintera, Julio Sotelo, and Sergio Uribe

Manuscript received October 31, 2020; revised January 5, 2021;
accepted January 9, 2021. Date of publication January 12, 2021; date
of current version April 1, 2021. This work was supported in part by the
Ph.D. Scholarship under Grant 21170592, in part by Agencia Nacional
de Investigación y Desarrollo-Fondo Nacional de Desarrollo Científico
y Tecnológico (ANID-FONDECYT) under Grant 1181057, in part by
ANID-FONDECYT Postdoctorado under Grant 3170737, in part by the
ANID-FONDECYT de Iniciación en Investigación under Grant 11200481,
in part by the ANID Millennium Science Initiative Program under Grant
NCN17_129, in part by the Ministry of Health of the Czech Republic
under Project NV19-08-00071, and in part by the Inria-UT Southwestern
Medical Center Dallas Associated Team Tetralogy of Fallot and Modeling
of Diseases (TOFMOD). (Corresponding author: Sergio Uribe.)

Hernán Mella is with the Biomedical Imaging Center, Pontificia Uni-
versidad Católica de Chile, Santiago 7820436, Chile, also with the
Department of Electrical Engineering, Pontificia Universidad Católica de
Chile, Santiago 7820436, Chile, and also with the Millennium Science
Initiative Program, Millennium Nucleus in Cardiovascular Magnetic Reso-
nance, Agencia Nacional de Investigación y Desarrollo (ANID), Santiago
7820436, Chile (e-mail: hmella@uc.cl).

Joaquín Mura is with the Department of Mechanical Engineering,
Universidad Técnica Federico Santa María, Santiago 8940000, Chile,
and also with the Millennium Science Initiative Program, Millennium
Nucleus in Cardiovascular Magnetic Resonance, Agencia Nacional de
Investigación y Desarrollo (ANID), Santiago 7820436, Chile (e-mail:
joaquin.mura@usm.cl).

Hui Wang is with Philips, Cincinnati, OH 45214 USA, and also with the
Department of Radiology, Cincinnati Children’s Hospital Medical Center,
Cincinnati, OH 45229 USA (e-mail: hui.wang1@philips.com).

Michael D. Taylor is with the Heart Institute, Cincinnati Children’s
Hospital Medical Center, Cincinnati, OH 45229 USA, and also with the
Department of Pediatrics, Cincinnati Children’s Hospital Medical Center,
Cincinnati, OH 45229 USA (e-mail: michael.taylor1@cchmc.org).

Radomir Chabiniok is with the Division of Pediatric Cardiology, Depart-
ment of Pediatrics, UT Southwestern Medical Center, Dallas, TX 75390
USA, also with the Department of Mathematics, Faculty of Nuclear
Sciences and Physical Engineering, Czech Technical University, 16000
Prague, Czech Republic, also with Inria, 91120 Palaiseau, France,
and also with Laboratoire Mécanique de Solides, Ecole Polytechnique,
CNRS, Institut Polytechnique de Paris, 91120 Palaiseau, France (e-mail:
radomir.chabiniok@UTSouthwestern.edu).

Jaroslav Tintera is with the Institute for Clinical and Experimental Medi-
cine, 140 00 Prague, Czech Republic (e-mail: jaroslav.tintera@ikem.cz).

Julio Sotelo is with the School of Biomedical Engineering, Universidad
de Valparaíso, Valparaíso 2340000, Chile, and also with the Millen-
nium Science Initiative Program, Millennium Nucleus in Cardiovascular
Magnetic Resonance, Agencia Nacional de Investigación y Desarrollo
(ANID), Santiago 7820436, Chile (e-mail: julio.sotelo@uv.cl).

Sergio Uribe is with the Biomedical Imaging Center, Pontificia Uni-
versidad Católica de Chile, Santiago 7820436, Chile, also with the
Department of Electrical Engineering, Pontificia Universidad Católica de
Chile, Santiago 7820436, Chile, also with the Department of Radiology,
School of Medicine, Pontificia Universidad Católica de Chile, Santiago
7820436, Chile, and also with the Millennium Science Initiative Program,
Millennium Nucleus in Cardiovascular Magnetic Resonance, Agencia
Nacional de Investigación y Desarrollo (ANID), Santiago 7820436, Chile
(e-mail: suribe@uc.cl).

This article has supplementary downloadable material available at
https://doi.org/10.1109/TMI.2021.3051092, provided by the authors.

Digital Object Identifier 10.1109/TMI.2021.3051092

Abstract— We proposed a novel method called HARP-I,
which enhances the estimation of motion from tagged Mag-
netic Resonance Imaging (MRI). The harmonic phase of the
images is unwrapped and treated as noisy measurements
of reference coordinates on a deformed domain, obtaining
motion with high accuracy using Radial Basis Functions
interpolations. Results were compared against Shortest
Path HARP Refinement (SP-HR) and Sine-wave Modeling
(SinMod), two harmonic image-based techniques for motion
estimation from tagged images. HARP-I showed a favorable
similarity with both methods under noise-free conditions,
whereas a more robust performance was found in the pres-
ence of noise. Cardiac strain was better estimated using
HARP-I at almost any motion level, giving strain maps with
less artifacts. Additionally, HARP-I showed better temporal
consistency as a new method was developed to fix phase
jumps between frames. In conclusion, HARP-I showed to
be a robust method for the estimation of motion and strain
under ideal and non-ideal conditions.

Index Terms— Cardiac MRI, tagged MRI, SPAMM,
CSPAMM, harmonic phase analysis, sine-wave modeling,
cardiac strain, motion estimation.

I. INTRODUCTION

CARDIAC diseases are one of the leading causes
of death globally (World Health Organization, 2018).

Most of these diseases induce changes in the functional-
ity of the cardiac muscle, leading to abnormal ventricular
contractions [1]–[3]. The assessment of the global cardiac
morphology and function has been extensively used for the
diagnosis of cardiopathies. However, these metrics can suffer
from preload and afterload dependency, geometric assump-
tions, moderate reproducibility, and its prediction capabilities
are affected by conditions such as diabetes and hyperten-
sion [4], or congenital heart diseases [5]. Cardiac strain, on the
other hand, is an advanced measure of the cardiac function
with good reproducibility [6], which has demonstrated to be a
powerful tool for the assessment and diagnosis of several car-
diac diseases, such as heart failure, cardiomyopathies, dyssyn-
chrony, abnormal pressures, and valve lesions [7]. Moreover,
cardiac strain has the potential to detect subtle decreases in
contractility not seen by ejection fraction. Therefore, accurate
time resolved maps of the motion and deformation of the heart
walls are needed for a better diagnosis and understanding of
these diseases.

Currently, echocardiography is the most widely used tech-
nique to study areas in the left-ventricular walls with reduced
functionality by estimating cardiac strain [7], [8]. However,
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this technique suffers from low Signal-to-Noise Ratio (SNR),
poor acoustic windows [9], geometric assumptions in the
bidimensional case [10], and high inter-observer variability
depending on the image quality [11]. Tagged Magnetic Reso-
nance Imaging (MRI) has also been used for the assessment
of the cardiac function [12]. In this technique, a grid pattern
generated over the tissue at the beginning of the cardiac
cycle (by a selective saturation of the tissue in the form of
lines) follows the cardiac motion, allowing the tracking of
the cardiac walls with temporal resolutions in the range
of 30 to 50 msec.

At the beginning of the cardiac cycle, tag-lines in tagged
images are parallel and equispaced. In the spatial frequency
domain, this behavior is expressed as several spectral peaks
with harmonic frequencies, which become wider due to
the tissue contraction and energyless as the magnetization
relaxes. Several techniques have been developed to acquire
tagged MR images. One of the earlier approaches com-
bined a series of selective RF pulses to create saturation
bands on the cardiac tissue [13]. A year later, the Spatial
Modulation of Magnetization (SPAMM) was introduced [14],
which employed a position encoding gradient and two non-
selective RF pulses to rapidly saturate the magnetization.
A significant improvement was made with the Complementary
SPAMM (CSPAMM) sequence [15], which using two SPAMM
acquisitions, removed the non-tagged signal from the image at
the cost of doubling the acquisition time. Additionally, other
techniques have been introduced, such as high-order SPAMM,
slice-following CSPAMM, DANTE, and variations of both of
them [16], [17].

Lately, new acquisition strategies were developed to acquire
3D tagging data. In [18] a 3D CSPAMM sequence was
proposed to estimate 3D cardiac motion, taking 16 minutes to
acquire all the information. A further improvement was made
in [19], where an accelerated 3D CSPAMM was introduced,
allowing the acquisition of the whole heart in only 3 breath-
holds of 18 heart-beats duration each.

With the advances in the imaging sequences, many motion
estimation strategies based on the image intensity or its
k-space were developed. In the first group, tag-lines tracking,
optical flow, and image registration methods, which use inten-
sity models and brightness constraints, are found [20]–[23].
Additionally, although computationally expensive, the image
registration problem has been enriched with biomechanical
models of the heart to improve the tracking outcome [24],
[25]. The other group of techniques are those based on the
identification and filtering of the harmonic spectral peaks, such
as the Harmonic Phase (HARP) analysis [26], [27], Sine-
Wave Modeling (SinMod) [28] technique, and Gabor filter
banks [29], [30]. The three methods use bandpass filters to
obtain images containing motion information processed in
three different ways: HARP estimates motion using local
approximations of the phase gradient, SinMod does it using
power spectrums, and Gabor filter banks detecting tag-lines
changes through several k-space filtered images [31]. However,
until today, the most used techniques are HARP analysis and
SinMod method.

Since its initial development, several approaches have been
proposed to improve the capabilities of HARP, including the
Improved HARP [32], Extended HARP [33], dense multiscale
HARP [34], seeded region growing refinement [35], shortest
path HARP refinement [36] (SP-HR), and HARP tracking
with locally uniform deformation assumption [37], which
using spatial and/or temporal constraints, were developed to
fix tracking issues due to large deformations between image
frames, through-plane motion, and tissue boundaries. For
SinMod, few improvements have been proposed (at least for
the author knowledge), being worth to mention the robust and
accurate center-frequency estimation (RACE) algorithm [38]
and the multilevel B-splines based method [39]. Additionally,
HARP and SinMod have been successfully extended to work
with 3D data [18], [40], [41].

Although HARP-based techniques and SinMod are good
methods for estimating motion and strain, both techniques are
affected by different issues: HARP could be sensitive to the
image quality [28], SinMod over-estimates strain and angular
motions [42], and both can be very sensitive to DC contami-
nation, as will be shown later. To tackle the issues described
above, a robust and fast Harmonic Phase Interpolation method
(HARP-I) is introduced. Similar to HARP and SinMod, our
proposed method operates using bandpass filters to obtain
the harmonic phase of the image. Then, unlike HARP-based
methods and SinMod, the whole phase is corrected from wrap-
ping artifacts and temporal inconsistencies, which leads to a
function that moves accordingly with the heart motion. Finally,
the displacement field on a reference domain is obtained using
a Radial Basis Functions (RBF) interpolation scheme defined
on unwrapped phases.

In this study, we introduce HARP-I and compare its perfor-
mance against SP-HR and SinMod using numerical phantoms
and tagged MR images from 24 volunteers. We also present
a sensitivity assessment under ideal (noise-free) and non-ideal
(noisy) image conditions.

II. METHODS

A. Principle of HARP-I

The HARP-I method is based on the same principle as
SP-HR but using a different approach to estimate motion.
Assuming that the harmonic phase of tagged images
(corrected from wrapping artifacts) moves accordingly with
the tissue [26], [27], the unwrapped phase of images tagged
in orthogonal directions are used to define a new virtual coor-
dinate system. Then using an interpolation scheme, motion
maps are obtained on a fixed reference system.

The motion of a continuum body R0 is described using
the deformation map ϕ, which maps the coordinates X ∈ R0
onto its position x ∈ Rk (see Figure 1). Here R0 denotes
the body at a reference frame (e.g., the heart at end-diastole)
and Rk the region of the space occupied by the body at the
time tk [43] (e.g., the beating heart). At this point should be
noticed that the following description of the method is general
and can be applied to either 2D and 3D data by repeating the
whole procedure to an additional dimension.
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Fig. 1. Representation of motion of a continuum body. The motion of
the body R� is completely defined through the deformation map ϕ, which
maps every material point P ∈ R� to its position at a later state p ∈ Rk .

Fig. 2. (Left image) Tagged image with tag-lines pointing towards the
oblique direction x�, given by the angulation θ. (Right image) The Fourier
transform of the tagging image gives a frequency spectrum in the domain
[ωx , ωy ], with the first harmonic peak centered at a frequency Ω over the
ω�x axis. The central frequency of the bandpass filter (gray broken lines)
coincides with Ω.

Let us consider now the pair of images I (x, t0) and I (x, tk)
of a sequence of tagged MR images not necessarily subse-
quent, in which brightness represents an object occupying
the domains R0 and Rk at different times. Without loss of
generality, the intensity distribution of the k-th image with
tag-lines in the X direction was modeled as

I (x, tk) = A(tk) cos(�X (x, tk))+ n(x, tk) (1)

where � represents the spatial frequency of the sinusoidal tag
pattern, A the image intensity depending on time tk , and n
the noise contributions which depend separately of x and tk
(i.e. vary with the position and time). Then, isolating the
harmonic part of the image in (1) using a bandpass filter
in the frequency domain [ωx , ωy] with central frequency �,
we obtained the harmonic image

I b f (x, tk) = A(tk)e
i�X (x,tk) + nbf (x, tk), (2)

where nb f is the bandpass filtered version of n. Taking the
angle in (2), a wrapped version of the harmonic phase of
I was obtained:

φw(x, tk) = � I b f (x, tk) = W(�X (x, tk)+ nφ(x, tk)) (3)

where W(φ) = mod(φ + π, 2π) − π denotes the non-linear
wrapping operator and nφ the phase noise induced by nbf .

Following the same procedure for an image with tag-lines
in the Y direction, we can obtain the wrapped phase for the

two directions X and Y as:

φw(x, tk) = W(�X(x, tk)+ nφ(x, tk)), (4)

where X now denotes the two components of the reference
system, and φw and nφ (in bold) the vectorial versions of the
wrapped phases and noise components.

Differing from SP-HR, we corrected the wrapping artifacts
in (4) to obtain a phase φ that depends directly on the Eulerian
(spatial) description of the reference position X , given by:

φ(x, tk) = �X(x, tk)+ nφ(x, tk)+ 2π ck, (5)

where 2π ck is a constant vector on Rk (with ck a vector
of integers) denoting the fact that phases obtained from the
unwrapping procedure are not temporally consistent and can
differ by a multiple of 2π .

Using the first phase as reference (i.e., we assumed
c0 = 0), the reference coordinates are related with the new
virtual system as:

X V (x, tk) = φ(x, tk)− ck = �X(x, tk)+ nφ(x, tk) (6)

where X V (x, tk) is a function that depends on noisy measure-
ments of the reference position X(x, tk) on Rk (further details
regarding the estimation of ck are discussed later).

Using this new reference system, we defined a multivariate
RBF interpolation scheme for noisy scattered data to map
deformed coordinates into its reference description [44]. Thus,
the interpolation scheme was defined as:

g(y) =
Npixels∑
i=1

λi · ψ(�y − XV (xi , tk)�) (7)

where Npixels denotes the number of pixels in the image,
g(y) the interpolated function at the point y (with y a
variable that can be evaluated at any point of the virtual
system), ψ(�y − XV (xi , tk)�) a radial basis function centered
at X V (xi , tk), and λi the weighting factor associated with the
i -th basis function.

Instead of constructing the exact interpolation of polluted
measurements (see Appendix A), we seek the approximation
ĝ(XV (xi , tk)) ≈ xi , using [45]:

(� + ηI)λ = G, (8)

where η > 0 is a regularization constant that ensures the non-
singularity of the system, I the identity matrix, λ a vector of
weights, and G a vector of measurements (details about the
matrix � are in the Appendix VI-A).

After solving (8), the interpolator in (7) was evaluated at
XV (X, t0), allowing the estimation of the deformed posi-
tion of the object Rk on the reference configuration R0
(see Appendix B). Finally. the displacement field U of the
object R0 between the times t0 and tk was easily estimated
using

U(X, tk) = ϕ(X, tk)− X. (9)
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Fig. 3. Phase-distance matrices (upper row) and the corresponding
unwrapped harmonic phases (bottom row). Figure (a) shows the distance
matrix and phase for the reference frame, whereas (b) and (c) show the
uncorrected (left) and corrected (right) distance matrices and phases for
frames 5 and 12. The matrices were obtained from an image of a healthy
volunteer with taglines in the direction given by θ = ��

o (see Figure 2)
and using only the pixels inside the LV (this explains why the matrix size
is square in (a) but non-square in (b) and (c). See (12) for the definition
of distance matrices). The colors on all the plots share the same scale.

B. Strategies for Correcting Temporal Phase
Inconsistencies

For a proper estimation of displacements, ck is estimated
using φ1 as reference phase.

Exploding the structure of the distance matrices: as we
treat the harmonic phases as a material property, both of
the following distance matrices should always have a similar
structure:

r ref
mn = �X V (Xm, t0)− X V (Xn, t0)�, (10)

rk
mn = �X V (Xm, t0)− X V (xn, tk)�. (11)

However, due to the phase jumps between temporal frames,
the previous assertion is not valid (see Figure 3).

Phase inconsistencies are ligated to the constant ck , and
can be fixed by ensuring the similitude between rref and rk .
This condition is imposed through the coming optimization
problem:

arg min
ck

{∣∣∣∣min
m,n

r ref
mn − min

m,n
rk

mn

∣∣∣∣
}
, (12)

where ck is defined implicitly on rk through XV (xn, tk)
(see (6)). This approach does not introduce any restriction
on the temporal resolution and can be used on either seg-
mented or non-segmented cardiac geometries.

C. Application of HARP-I in Oblique Directions

Although the whole process consider tag-lines in the direc-
tions x and y, we can also apply HARP-I in oblique directions
x	 and y	 (see Figure 2). Defining the angulation of the tag-
lines as θ , the deformed and frequency coordinates [x	, y	]
and [ω	y, ω	y ] (respectively) are defined by:

[
x	

y	

]
=

[
cos θ sin θ

− sin θ cos θ

] [
x
y

]
, (13)

[
ω	x
ω	y

]
=

[
cos θ sin θ

− sin θ cos θ

] [
ωx

ωy

]
. (14)

Thus, replacing x by x	 = [x	,y	] and ω by ω� = [ω	x ,ω	y]
in (1) to (9) all the procedure remains valid.

D. Implementation of HARP-I

HARP-I method, listed in (1) to (9), was implemented
in MATLAB (The MathWorks, Inc., Natick, Massachusetts).
Similar to SP-HR and SinMod, Fast Fourier Transform (FFT)
was applied to two input images (not necessarily subsequent)
I1 and Ik with tag-lines in the direction x	 (or y	) (see
Figure 2), leading to frequency spectrums in the [ω	x , ω	y]
domain. The center of the region containing the first har-
monic component of the images was identified as [�x ,�y],
and the central frequency � and the tag-lines angulation θ
(see Figure 2) were calculated using:

� =
√
�2

x +�2
y, θ = arccos

(
�x

�

)
(15)

In practice, we identify just one harmonic component and
choose the second direction to be perpendicular to the first
one.

The harmonic phases given in (4) were corrected from wrap-
ping artifacts using a quality-guided path following unwrap-
ping algorithm [46], which has been previously used for the
estimation of displacements from DENSE images [47], [48].

In our implementation we tested several families of RBF,
such as Wendland’s, Wu’s, splines, Gaussians, and multi-
quadrics, being the last which had better smoothing properties
without comprising the quality of the estimation. Therefore,
we used a third-order multiquadric RBF given by

ψ(r) = (r2 + a2)3/2, a ∈ R, (16)

where a is a constant that controls the smoothing during
the interpolation process [49]. The value of a used on all
the experiments (with synthetic data and real images) was
empirically determined as

a = 150

No pixels per wavelength
= 150�x

2π/�
, (17)

where �x denotes the pixel size. The key idea behind
this choice is that as the number of pixels-per-wavelength
decreases, higher frequency components are present in the
filtered images and therefore, the amount of smoothing should
increase.

E. Implementation of SP-HR and SinMod

To compare our method with other processing techniques,
we used SP-HR and implemented SinMod methods as
described in Osman et al. [26], [27], Liu and Prince [36] and
Arts et al. [28], respectively. In the case of SP-HR, the source
code was provided by the Image Analysis and Communication
Lab at Johns Hopkins University. For the SinMod method,
the implementation was done in accordance with [28], [41].
The local quality model proposed by the authors, consisting on
a weighted Hanning windowing of the power spectrum based
on an intensity-based quality measure, was used to correct the
motion estimation. The size of the Hanning window was set
to 15 and the power of the quality measure was chosen as 8.
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Motion with SinMod was estimated in a frame-by-frame
basis using two consecutive images, and tracked backward
to a reference frame using a Thin-Plate spline interpola-
tion. For the estimation of strain, no smoothing techniques
were applied to the estimation of spatial derivatives. How-
ever, a 10th order polynomial was fitted to each compo-
nent of the estimated motion to slightly smooth the tissue
trajectories [48], [50], [51].

For the sake of fairness during the comparison, we used the
same Butterworth bandpass filter [41] for the three methods,
choosing the frequency-cutoff and decay order accordingly to
ensure, as far as possible, the removal of higher harmonics
and the DC component. The central frequency � of the filter
was defined as the tag-lines frequency.

III. EXPERIMENTS

A. In-Silico Experiments

SP-HR, SinMod, and HARP-I were tested using a synthetic
2D dataset of 10 different idealized left-ventricular geometries.
The intensity model used was similar to the given in (1)
but with a decaying tagged and growing non-tagged terms as
follows:

I (x, tk) = 1 − e−tk/T 1 + e−tk/T 1 cos(�X (x, tk)), (18)

where T 1 = 0.72 denotes a relaxation parameter chosen to
achieve a 75% of signal decay of the tagged part in the
last frame. Each image was generated with a resolution of
200 × 200 pixels. The intensity model given in (18) emulates
the signal of tagging MR images without DC correction [52].

The motion pattern of the idealized geometries combines
angular and non-uniform radial displacements with a stiffer
inclusion to simulate an abnormal contraction (see Figure 4).
Motion maps were estimated under noise-free and noisy
conditions, and all the experiments were performed using
wavelengths of 2.9, 4.9, and 6.9 pixels, namely WL3, WL5,
and WL7 respectively.

The maximum angular and radial displacements of the inner
wall, �θ and �r respectively, vary across data following:

�θ = WLi

2r
, �r = WLi

2
(19)

where WLi is the wavelength of the intensity model
(i = 4, 5, 7) and r the inner radius. For the outer displace-
ments, no angular motion was imposed and the maximum
radial motion was estimated in order to ensure a isochoric
deformation. The spatial variation of the motion pattern across
the wall (between the inner and outer radius) was chosen to be
linear, with a stiffer additive inclusion to simulate an abnor-
mal contraction. The maximum displacement was applied in
increments of 0.1WLi , i.e., six motion levels per data were
simulated, being the maximum displacement achieved in the
last frame.

To investigate the behavior of the three methods with low
SNR images, additive uncorrelated white Gaussian noise with
standard deviation 0.06 was added to both real and complex
channels of all the images (see Figure 4).

Fig. 4. (a) First and (b) last frames of a noisy synthetic data. The red circle
denotes the place where the stiffer inclusion was added. The contrast of
the images (see (18)) was set differently for a better visualization. Both
images were obtained using the WL�.

B. In-Vivo Experiments

Finally, we tested and compared the three methods on a
short-axis view of the left ventricle (different cardiac levels)
of 23 volunteers (19 males of 28 ± 15 years and 4 females of
50 ± 21 years of which 9 were acquired on a 1.5T Ingenia
system (Philips, Best, Netherlands), 4 on a 1.5T Achieva
system (Philips, Best, Netherlands), and 10 on a 1.5T Avanto
Fit system (Siemens Healthineers, Erlangen, Germany). The
spacings of the tag-lines were 4.5±0.8 pixels per wavelength.

Additionally, to demonstrate the functionality of HARP-I on
3D data, the method was tested on a 3D CSPAMM image of
one healthy volunteer (male, 66 years old) acquired on a 1.5T
Achieva system (Philips, Best, Netherlands). After alignment
and resampling of the volumes in each direction, the size of
the reconstructed matrix was 112 × 112 × 112 with a voxel
size of 0.96×0.96×1.12 mm3. The tag spacing was 7 mm in
each direction. For further details about the acquisition, please
refer to [19].

The acquisition of all the subjects was approved by the
Institutional Review Boards at Pontificia Universidad Católica
de Chile (Santiago, Chile), Cincinnati Children’s Hospital
Medical Center (Ohio, USA), and the Institute for Clinical and
Experimental Medicine (Prague, Czech Republic). The dataset
was composed of 16 healthy volunteers (including the 3D data)
and 8 patients with known cardiopathies. In Table I, a summary
of the diagnoses and/or MRI findings of the subjects can be
found.

C. Statistical Analysis

All the results presented include comparisons between
reference displacements and strain, considering displacement
magnitude and direction, and circumferential and radial com-
ponents of the Lagrangian strain tensor [43]. The metrics used
to quantify the error were the normalized root Mean Square
Error (nRMSE) and Directional Error (DE) [53], defined as:

nRMSE = 1

max�ae
i �

√√√√ 1

N

N∑
i=1

�ai − ae
i �2 (20)

DE = 180

πN

N∑
i=1

arccos

( |ui · ue
i |

�ui�2�ue
i �2

)
(21)
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Fig. 5. Mean errors and deviations in the estimation of displacement magnitude (first row), direction (second row), circumferential strain (third
row), and radial strain (fourth row) for wavelengths of (a) 2.9 (WL�), (b) 4.9 (WL�), and (c) 6.9 (WL�) pixels. The label in the x-axis denotes the
amount of radial and angular displacement of the synthetic data (in the last case, the x-axis represents r times the angular displacement, as stated
by (19)), while in the y -axis, CC and RR stand for circumferential and radial strain components. For all the displacement levels and wavelengths,
the performance of HARP-I was superior than SP-HR and SinMod.

TABLE I
DIAGNOSES AND/OR MRI FINDINGS FOR SUBJECTS WITH

ABNORMAL VENTRICULAR CONTRACTION

where �·� represents the Euclidean norm, N the number of
analyzed pixels in the image, ai a pixelwise scalar or vectorial
quantity at pixel i , and ui the pixelwise displacement. The
superscript ()e denotes the reference value. All the results
reported in the succeeding section are average values of the
metrics presented in (20) and (21) computed over the whole
synthetic dataset (N = 10) for each displacement level.

IV. RESULTS

In the following sections, we split the results into three
parts. The first and the second comprise the in-silico results
of the noise-free and noisy experiments respectively, whereas
the third one reports the results from the in-vivo data.

A. Noise-Free Experiments

Figure 5 shows the mean nRMSE and DE across the whole
dataset calculated using the expressions given in (20) and (21).
For all the wavelengths the three methods showed a similar
behavior, achieving all of them the best performance at WL3
and the worst at WL7 (see Figures 5a to 5c). Overall, the per-
formance of HARP-I was similar to SP-HR and SinMod at
any wavelength.

In terms of nRMSE and DE, the three methods showed
a clear trend across all the wavelengths: the error increased
with the displacement level (see Figure 5). However, no major
differences were found in any case. The average nRMSE and
DE obtained using SP-HR, SinMod, and HARP-I (across all
wavelengths and displacement levels) were 6.1 ± 2.5% and
1.8±0.6o, 6.9±2.6% and 2.2±0.6o, and 5.6±2.6% and 1.8±
0.6o respectively, i.e., SP-HR and HARP-I showed slightly
better performance than SinMod.
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Fig. 6. Mean errors and deviations in the estimation of displacement magnitude (first row), direction (second row), circumferential strain (third row),
and radial strain (fourth row) for the noisy experiment for wavelengths of (a) 2.9 (WL�), (b) 4.9 (WL�), and (c) 6.9 (WL�) pixels. Strain estimations
obtained SP-HR, SinMod, and HARP-I followed a similar behavior than the displacement magnitude and direction. However, the error increased due
to the presence of noise.

When looking at the variability in the error metrics,
the behavior was similar to what was described before. The
average standard deviations were 1.0±0.7% and 0.4±0.2o for
SP-HR, 1.1±0.6% and 0.5±0.2o for SinMod, and 1.0±0.6%
and 0.4 ± 0.2o for HARP-I, which means that almost no
differences were found in terms of variability.

For both strain components, the error metrics behaved
similarly to the errors in the displacement field, exhibiting
a clear increasing trend with the motion levels (see third and
fourth rows of Figure 5). However, HARP-I did not follow
this trend for WL3 and SP-HR achieved bigger errors in the
last displacement level of the WL7. Despite the bigger errors
of HARP-I at the smallest displacement for WL3, SinMod
and HARP-I always achieved better performances in both
strain components for WL3 and WL5. For WL7, however,
SP-HR performed better than SinMod but worse than
HARP-I. In terms of averages (across wavelengths and
displacement levels), for the circumferential strain the
three methods reached errors similar to those found for
displacements. However, for the radial component the
error increased considerably when compared with displace-
ment magnitude and direction, and also with the cir-
cumferential part, reaching average values of 33.6 ± 4.7
for SP-HR, 29.7 ± 2.9 for SinMod, and 26.4 ± 2.9
for HARP-I.

In general, the three methods showed good performance
estimating displacements and strains as the errors and differ-
ences between techniques were relatively small. This mean
that SP-HR, SinMod, and HARP-I showed a similar behavior
under ideal conditions.

B. Noisy Experiments

Figure 6 (first and second rows) shows the error metrics
for displacement magnitude and direction in the presence of
noise. When compared with the noise-free results, the three
methods performed worse (as expected) but keeping a similar
difference in the error metrics between techniques, although
HARP-I achieved the best results at all the displacement levels.

The average error across displacements, in terms of nRMSE
and DE, were 8.0±2.0% and 2.7±0.7o for SP-HR, 8.4±1.9%
and 2.8 ± 0.5o for SinMod, and 7.1 ± 2.1% and 2.4 ± 0.6o

for HARP-I. When compared with the same results in the
noise-free case, the errors were 1.3 and 1.5 times greater for
SP-HR, 1.2 and 1.3 for SinMod, and 1.3 and 1.3 for HARP-I,
which means that SinMod was slightly less sensitive to noise
in the estimation of displacements. Although the increase in
the average nRMSE and DE, the variability in error across the
dataset did not experience a significant increase.

Figure 6 (third and fourth rows) shows the error metrics for
the estimation of the strain components. The circumferential
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Fig. 7. Circumferential strain maps obtained with SP-HR, SinMod,
and HARP-I for one representative sample of noisy data using WL�.
Rapid spatial variations were observed in estimations made with SP-HR
and SinMod, whereas more accurate and homogeneous results were
obtained using HARP-I.

and radial components were better estimated with HARP-I,
whereas SP-HR performed the worst. In the last case, similar
to the noise-free case, bigger errors where induced in the
estimation of strain at the last displacement level. The average
errors for the circumferential and radial components were
25.8±14.9% and 41.5±10.4% for SP-HR, 21.8±10.8% and
34.2 ± 5.0% for SinMod, and 15.4 ± 4.5% and 30.7 ± 7.1%
for HARP-I. When compared with the noise-free experiment,
errors obtained under noisy conditions were 2.3 and 1.2 times
greater with SP-HR, 2.1 and 1.2 greater for SinMod, and
1.9 and 1.2 greater for HARP-I, indicating that derivatives
estimated from SinMod and HARP-I results were less sensitive
to noise than SP-HR.

Finally, Figures 7 and S1 (see Supporting Information) show
the accuracy of HARP-I in the estimation of the position,
shape, and strain values under noisy and noise-free conditions.
Particularly, Figure S1 presents the results of an experiment
conducted to determine the accuracy of HARP-I in the esti-
mation of strain under different inclusion sizes.

C. Motion Estimation on Healthy Volunteers

Figure 8 shows the left-ventricular strain maps of a subset
of five healthy volunteers estimated using SP-HR, SinMod,
and HARP-I, from tagged MR images. Although the strain
maps at end-systole were similar between techniques in most
cases, SP-HR gave results with severe artifacts, while Sin-
Mod and HARP-I showed smooth and similar strain maps.
At late-diastole, severe artifacts were obtained with the three
techniques, but to a lesser extent with HARP-I. In the same
Figure, strain maps of two patients, one with a hypokinetic
LV (volunteer 7) and other with hypertrophic cardiomyopathy
(volunteer 13), are presented.

To get an error measure of the motion and strain, we fol-
lowed a similar approach as in [28], and for all the volun-
teers, we estimated the accumulated fraction of pixels with
circumferential strains exceeding the unlikely high value of
50% (see Figure 9). For SP-HR and SinMod this metric
increased to elevated levels, reaching maximum values 1.5 and
1.1 respectively. For HARP-I, on the other hand, the fraction
remained always close to zero, with a maximum value of 0.02.

In Figure 10 the temporal strain curves obtained with the
three techniques are shown. With SP-HR and SinMod, highly
unlikely strain values (bigger than 0.5) were not considered
for the estimation of the curves, whereas with HARP-I all
the values were used. Overall, the results given by the three

methods were physiologically consistent and closer to clinical
values, although SP-HR not always gave good results (see
volunteers 11, 13 18, 21, 22, and 23 in Figure 10).

Finally, Figure 11 shows the estimated motion of the
processed 3D data using 3D HARP-I and 3D SinMod.
Each slice of the LV shows the circumferential strain
and displacement field (arrows). HARP-I gave smoother
strain maps than SinMod and displacements were closer
to what we observed from the images. At basal level, the
longitudinal displacement measured from the images was
−7 and −11 pixels at the red and blue points (see
Figures 11a and 11b), whereas with HARP-I was −7.2 and
−10.8, and SinMod −7.6 and −13.1, which means that
SinMod overestimated the longitudinal component of the
displacement.

V. DISCUSSION

HARP-I was based on the same principles of the original
HARP method but using a different approach to recover the
tissue motion. Firstly, we obtained the harmonic phases by
bandpass filtering the tagged MR images. Second, we cor-
rected the phases from wrapping artifacts, and then, we correct
phase inconsistencies using distance matrices on the virtual
coordinate system. Finally, similarly to HARP which treats the
phase as a material property, we used the phase to recover,
via RBF interpolations, the motion field at any time on a
reference frame. The previous methodology gave us a new
technique with similar capabilities to SP-HR and SinMod,
but with improved results under ideal as well as under noisy
conditions.

In the absence of noise, the proposed method worked similar
to that of SP-HR and SinMod, reaching all the techniques
the worst performance with WL7 (see Figure 5). For this
wavelength, the over-smoothed image obtained by the small
bandwidth of the filter did not allow the accurate tracking of
the tissue, and sharp details as the stiffer inclusion were lost.
Exactly the opposite happened with smaller wavelengths (i.e.,
bigger filter bandwidths), where more detailed and accurate
motion and strain maps were obtained (see Figure 5 and 7).

One of the most relevant biomarkers of the left-ventricular
function is the circumferential strain [12], [54], which can be
directly calculated from displacement fields. However, a good
estimation of the tissue motion does not ensure a similar
performance of the strain estimate. The last is summarized
in Figure 6, where in presence of small motions and noise,
SP-HR estimated fairly well the displacement field but miss-
estimated the strain maps when compared with SinMod.
Furthermore, the nRMSE in the circumferential and radial
components obtained with SP-HR (under noise-free and noisy
conditions) became more significant at the highest displace-
ment level for WL7 (see Figures 5 and 6), which is attribut-
able to high DC contamination. HARP-I, on the other hand,
gave the best estimations of both displacements and strain
even at small motion levels, which is advantageous in the
study of diseases where small displacements and strains are
relevant [55].

HARP-I also demonstrated to be a reliable tool for the
estimation strain from in-vivo data (see Figures 8 and 10),
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Fig. 8. Circumferential strain of a short-axis view of the left ventricle for 5 volunteers at end-systole and late-diastole (the last frame acquired).
We used late-diastole to emphasize that in ECG triggered MR images, the cardiac cycle is not completely sampled. All the maps are presented in
the reference cardiac phase (first frame) and were estimated using SP-HR (left), SinMod (middle), and HARP-I (right). The red dots indicate the
insertion points of the RV walls into the LV. Each volunteer was identified with a number to make it easier to refer. The volunteers 7 and 13 presented
abnormal strain patterns as they presented cardiomyopathies. The first case showed a hypokinetic LV and the second hypertrophic cardiomyopathy.
SP-HR showed strain maps with artifacts on 3 of the 5 cases, whereas SinMod and HARP-I showed similar results at end-systole for most of the
cases. Nonetheless, at late-diastole (where cardiac strain in healthy subjects should be small as the heart relaxes and come back to its reference
position) some artifacts were observed with three methods in almost all cases. However, HARP-I showed a more stable behavior across the whole
cardiac cycle.

where strains similar to SP-HR and SinMod were obtained
but with improved quality. The last assertion is also true for
patient data with abnormal contraction patterns. For instance,
in Figure 8, the end-systolic strain maps of the volunteers 7
(hypokinetic LV) and 13 (hypertrophic cardiomyopathy)
obtained with HARP-I were comparable to SP-HR and Sin-
Mod, and sharp details were conserved (see the anterolateral
and inferolateral parts of volunteer 7, and the anteroseptum for
volunteer 13). In the case of the hypokinetic LV, small details
were kept even for small motion levels and deformations.
However three methods failed at diastolic cardiac phases
mainly due to DC contamination of the harmonic images.

Looking carefully into the strain curves, we could observe
that they are according to the diagnoses and MRI find-
ings detailed in Table I. For subject 4, the Global Peak-
Circumferential Strain (GPCS) was −7.0%, which is consis-
tent with the decreased LV systolic function, and the dyskinetic
motion explains the unusual shape. The hypokinetic LV of sub-
ject 7 explains the GPCS of −1.4% and its shape. The patients
with Duchenne muscular dystrophy (subjects 10, 11, 12, and
14) presented a GPCS of −15.3 ± 2.6%, which is slightly
reduced compared to reference values [56]. Volunteer 13

exhibited the expected behavior in hypertrophic cardiomyopa-
thy patients [57]. Additionally, we found a reduced GCPS
of −10.5% and −11.6% in subjects 1 and 8 respectively,
which had no known findings or diagnoses. Interestingly, for
subject 2, the GCPS was −7.1%, which is surprisingly low for
a person with an EF of 50% (greater than 55% is considered
normal). The last could be explained by some pathology
developed with almost preserved EF unknown by the authors.
Excluding the data previously mentioned, the GCPS on healthy
subjects was −16.2 ± 1.9% and almost no differences were
found between SP-HR, SinMod, and HARP-I.

Until this point, it is crucial to notice that the quality
of the harmonic images highly depends on the bandpass
filter. Several tagging modalities (as those used to acquire
the volunteer data) do not have a sinusoidal intensity, and
therefore, the frequency domain contains higher harmonics
and a DC component [15]. Thus, the size of the filter should
be adjusted to ensure the isolation of just one harmonic
and avoid the low-frequency component. At low magnetic
fields, however, regardless of the accurate fitting of the
filter, obtaining a harmonic image is not always possible
because the DC component recovers rapidly with T 1, which
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contaminates the harmonic peak early in the cardiac cycle.
The last was observed in almost all the in-vivo experiments,
where the image corruption at diastolic cardiac phases, did not
allow the appropriate estimation of motion with any of the
three methods (see Figure 8). These issues can be surpassed
by using acquisition and reconstruction techniques such as
CSPAMM [15] and MICSR [58] with the cost of increased
scan time.

An advantageous feature of HARP-I is that, although
RBF interpolations removed rapid spatial variations from
displacements and strain maps, there was no deteriora-
tion in the estimation of local characteristics of the tissue.
In fact, under noise-free conditions and without DC component
(as in CSPAMM or MICSR images), the shape and position
of the stiffer inclusions of different sizes were correctly
estimated in almost all the cases, failing just with the small-
est (see Figure S2 in Supporting Information). Furthermore,
in Figure 7 HARP-I correctly estimated the position,
shape, and strain of the stiffer inclusion under noisy and
DC-contaminated conditions, which could be determinant for
the detection of infarcted tissue and other diseases.

Another feature of HARP-I which is shared with SP-HR
and SinMod, is that none of them need a segmentation to esti-
mate tissue motion, and similar motion-guided semi-automatic
segmentation techniques as such introduced in [32] and [59]
can also be implemented. However, the motion estimation
with HARP-I depends on the availability of a unwrapped
harmonic phase of high quality on the tissue of interest,
which depends on the unwrapping method used. In this work,
a Quality-guided Path Following algorithm was used, which
performed well in all the cases as the path was constrained
inside the geometry of the tissue, i.e., a segmentation was
available. To avoid the segmentation without losing quality
in the estimation of motion, unwrapping algorithms based on
phase predictions with region growing [60] and graphcuts [61],
[62] could be used.

When working with the 3D CSPAMM data, HARP-I worked
better than SinMod in terms of strain smoothness and dis-
placement field estimation. In fact, HARP-I was able to
give accurate estimation displacement field in the longitudinal
direction (the reference values were obtained manually from
the images), whereas SinMod presented overestimated values.
Additionally, as HARP-I estimates the motion between two
frames directly (without intermediate estimations), less track-
ing artifacts were observed.

The efficiency of the proposed method, in terms of compu-
tation time, was also measured and compared against SP-HR
and SinMod. In general, on a machine with an Intel Core
i7-8700 CPU with 12 physical cores of 3.20 GHz and
32 Gb of memory, HARP-I took around 6.0 seconds to
process each data (phase-unwrapping and interpolation), while
SP-HR took 1.4 seconds and SinMod 3.2. Additionally, for the
3D experiment, the execution times were 184 seconds with
HARP-I (phase-unwrapping and interpolation) and 155 with
SinMod (frame-by-frame estimation and Lagrangian tracking).
In the last case, to avoid memory issues with HARP-I,
we implemented a disjoint RBF interpolation scheme, in which
the interpolator was defined on a equispaced downsampled

Fig. 9. Accumulated (across all volunteers) fraction of pixels with
circumferential strain (ECC ) with unlikely high values. The X-axis denotes
the frame of the cardiac cycle relative to the first one. The fraction was
estimated as the number of pixels satisfying |ECC | > �.� divided by the
number of pixels inside the left ventricle. Results were added together no
matter if they shared the same number of frames (this explains why SP-
HR and SinMod shows curves with increasing and decreasing behavior).

set of points and evaluated incrementally in the reference
frame. Overall, the three techniques shared similar processing
times with the same order of magnitude, and no delays were
introduced by HARP-I.

In this study, HARP-I was used to estimate the Lagrangian
strain at a reference frame. However, with a small modification
of the interpolator given in (7) Eulerian strain could also be
obtained. If the interpolator is defined once at the first cardiac
phase and evaluated at XV (x, tk), the Eulerian displacement
is obtained at frame k, which allows the estimation of the
Eulerian strain tensor. This approach would be faster because
it does not need the definition of multiple interpolators.

Additionally, we developed a new method to fix the tem-
poral phase inconsistencies, which uses the same distance
matrices needed for the RBF interpolation. With this method,
we were able to correct all the phase jumps between frames
without additional constraints on the tag-spacings and tempo-
ral resolution, making it robust to any combination of imaging
parameters. On all the tested data, either in-silico and in-
vivo, the correction worked in 100% of the cases. Therefore,
even at the low temporal resolutions usually found in clinical
and scientific setups (18 to 20 frames per cardiac cycle),
HARP-I could work with even fewer frames without any
bound on the total number. Although techniques like HARP
Tracking Refinement Using Seeded Region Growing [35] and
SP-HR [36] can also deal with large tissue motion between
frames, in this work we found that SP-HR and SinMod failed
in many cases due to high DC contamination.

It must be clear that by solving (12), we are ensuring that
the tissue motion estimated using HARP-I is free of non-
physiological jumps in time. Therefore, the temporal consis-
tency imposed by HARP-I differs from other methodologies
proposed previously for MRI and other imaging modalities.
Different to computationally expensive registration algorithms
[63]–[65], biomechanically constrained inverse problems [66],
and physiological motion models [67], HARP-I decouples the
temporal consistency problem from the motion estimation step.
Furthermore, as these two steps are decoupled (i.e., nothing is
said about the displacement field), there is no need for adding
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Fig. 10. Circumferential strain curves estimated with SP-HR, SinMod, and HARP-I for in-vivo data (highly unlikely strain values bigger than 0.5 were
not considered for the estimation of the curve with SP-HR and SinMod methods, not so with HARP-I). The number on each plot is a label to make it
easier to refer to the result of each volunteer. Results remarked with blue boxes are the same as those presented in Figure 8. The volunteers 7 and
13 presented abnormal strain patterns as they presented cardiomyopathies. The first case showed a hypokinetic LV and the second hypertrophic
cardiomyopathy.

Fig. 11. Motion estimated from a 3D CSPAMM image of a healthy
volunteer using HARP-I and SinMod. The figure shows a slice of the
3D volume at (a) frame 2 and (b) 10 of the cardiac cycle (the first frame
was not used because of the lack of contrast between the cardiac walls
and the blood pool) and the circumferential strain and displacement field
(arrows) at frame 10 estimated using (c) HARP-I and (d) SinMod. The
red and blue dot denotes the position of two points manually tracked.
Figures (e) and (f) shows the global strains of the circumferential,
radial, and longitudinal components (GCS, GRS, and GLS, respectively)
obtained with HARP-I and SinMod. The strain maps were plotted in the
range [−�.�,�.�].

spatiotemporal constraints to the motion estimation problem,
avoiding adding limitations between the tag spacing and the
number of frames of tagged images [48], [62]. Additionally,

the proposed technique is self-contained (in the sense that
does not need external information) and can be applied to any
data without previous knowledge of cardiac motion behavior,
which is the case of statistically-based methods [68]. In other
words, HARP-I does not need additional calculations to correct
temporal inconsistencies rather than comparing two matrices
(see (12)).

Finally, when compared to further improvements of HARP,
HARP-I addressed the same issues but with enhanced results.
With HARP-I, smoothed results were obtained without loosing
quality in the estimation and keeping small and sharp details.
The amount of artifacts in the displacement field where highly
reduced and they did not propagated to other cardiac phases.
Although the used quality-guided unwrapping algorithm does
not handle well corrupted phases, HARP-I demonstrated to
have low sensitivity to DC contamination, maintaining its
robustness even for highly deteriorated harmonic phases. The
proposed RBF interpolation approach also dealt with mis-
tracked boundary points and through-plane motion (which
makes the tissue disappear) by interpolating or extrapolating
the positions depending on the case. In the case of artifacts in
the motion pattern, these were corrected using the polynomial
fitting proposed in [48], which did not work with either SP-HR
and SinMod.

VI. CONCLUSION

We developed a new method for motion estimation from
tagged MR images based on the same physical principle as
HARP and SP-HR but with a different processing pipeline.
HARP-I allows the estimation of motion in any direction
with better results than SP-HR and SinMod techniques under
highly demanding conditions as DC contamination, tag-lines
fading, and image quality. HARP-I also showed to be more
robust on estimating motion patterns with high temporal con-
sistency, which was appreciated as artifacts-free strain patterns
at almost any cardiac phase. Fast and robust extraction of
motion gives HARP-I a potential in routine analysis of clinical
exams to facilitate patient stratification. Secondly, the outcome
of HARP-I could be used as high-quality observers while
assimilating data into complex biomechanical models, e.g.,
to contribute to optimal therapeutical action [69]–[72].
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APPENDIX

A. Exact Interpolation Condition

To determine the RBF weights associated with the interpo-
lation function g(·) in (7), satisfying the exact interpolation
condition g(XV (xi , tk)) = xi , the following linear system
must be solved [44]:

�λ = G (22)

where λ is a column vector of RBF weights, G a column vector
containing the deformed positions of each pixel (observations),
and each element of the matrix �, for m, n ∈ {1, · · · , Npixels},
is given by:

�mn = ψ(�X V (xm, tk)− XV (xn, tk)�). (23)

B. Evaluated Norms in the RBF Interpolator

As the deformation map ϕ(X, t) is invertible [43], there
are two points P ∈ R0 and p ∈ Rk satisfying X(x( p), tk) =
X(P, t0) (see Figure 1). Therefore, the next relation holds:

XV (P, t0)− X V (x( p), tk) = �nφ (24)

where �nφ(x) = nφ(P, t0) − nφ( p, tk) represents a noise
difference.

Considering that the euclidean norm of the relation (24)
relates to the noise difference, the evaluation of XV (X, t0) in
the interpolator in (7) gives an estimate of the target function
on the reference domain.
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