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Abstract
Misleading information spread on social networks is often supported by activists who promote this type of information and 
bots that amplify their visibility. The need for useful and timely mechanisms of credibility assessment in social media has 
become increasingly indispensable. Efforts to tackle this problem in Spanish are growing. The last years have witnessed 
many efforts to develop methods to detect fake news, rumors, stances, and bots on the Spanish social web. This work leads to 
a systematic review of the literature that relates the efforts to develop this area in the Spanish language. The work identifies 
pending tasks for this community and challenges that require coordination among the leading investigators on the subject.
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1 Introduction

The rise of social networks has led millions of users to read 
and comment on the news acquired in these media. Given 
the speed of information dissemination that characterizes 
social networks and the lack of timely credibility assess-
ment mechanisms, the proliferation of untrue information 
has been exacerbated (Vosoughi et al. 2018; Zhang and 
Ghorbani 2020). Many times, this information is deliberately 
propagated to manipulate public opinion. The scope of this 
phenomenon is still studied.

Several researchers have tackled the task of detecting mis-
leading information, avoiding the harmful effects of this on 
social media users (Mendoza et al. 2010; Castillo et al. 2011; 
Zubiaga et al. 2016). These methods are based on machine 
learning algorithms, which, based on a labeled data set, 
adjust a predictive model’s parameters. The most frequently 
used data sources in this task consider the text of the original 
post and their comments and data from the users’ profiles 
involved in the spread of the information (Mendoza et al. 

2010). Other methods incorporate temporal characteristics 
of the propagation phenomenon or structural characteristics 
of either the social network or the network of interactions 
between users (Zubiaga et al. 2018). Some of these meth-
ods combine various sources of information, using complex 
neural network architectures (Ma et al. 2020).

The design of misleading information detection methods 
in Spanish has shown a growing interest from the commu-
nity during the last years. A main challenge for the develop-
ment of this topic is probably because the community of 
researchers is smaller than the English-speaking community. 
Other factors that may explain how difficult is to research in 
this area can be attributed to the lack of NLP resources avail-
able to tackle these tasks. Despite these factors, research on 
Spanish misleading information detection has shown interest 
for the past five years. This work summarizes the efforts to 
develop effective methods to tackle this challenge on the 
Spanish-speaking social web.

The evidence shown in this work will allow us to con-
clude that we are being witnesses of many relevant efforts 
in the study of misleading information in Spanish. However, 
there are many challenges and pending tasks that must be 
addressed by researchers and stakeholders in the upcoming 
years. These tasks will require coordination, both for the 
development of language resources that support the imple-
mentation of these methods in Spanish and for the consoli-
dation of benchmark data that evaluates and compares the 
community’s different methods.

The contributions of this work are:
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• We conducted a systematic review of the literature in 
misleading information in Spanish. To the best of our 
knowledge, this is the first work that addresses this task 
systematically in our language.

• We identify three areas of work in this community, with 
more significant development in one than others. These 
areas are fake news and rumor verification, bot detec-
tion, and stance classification. While bot detection and 
stance classification show some recent progress, the fake 
news and rumor verification show a high interest in the 
last year. Unfortunately, works that holistically address 
the phenomenon, incorporating all these variants of the 
problem in a coherent framework, are practically non-
existent.

• We identify pending tasks and challenges that must be 
urgently addressed by the community. Among them, the 
need to promote the use of NLP resources in Spanish and 
the consolidation of benchmark data to evaluate these 
methods’ performance in our native language stand out.

The work is organized in the following sections. Section 2 
introduces the review methodology. In Sect. 3, we present 
the results of the systematic review of the literature, organ-
izing the papers according to the tasks through which they 
address the problem of misleading information in Spanish, 
detailing the methods, tools, and datasets used for empirical 
validation. In Sect. 4, we discuss the results found, com-
paring their findings and detecting gaps in the literature. 
Several challenges emerge from this section that the commu-
nity must urgently face in the upcoming years. A short work 
agenda summarizes the main tasks that must be addressed to 
produce further progress in the subject. Finally, we conclude 
in Sect. 5, providing concluding remarks.

2  Review methodology

2.1  Subject of the study

Misleading information detection is a highly active research 
subject (Zubiaga et al. 2018). The detection of misleading 
information concerns the identification of information cre-
ated to manipulate or deceive people. Without losing too 
much generality, many of the last years’ efforts focus on 
the effects of misleading information in social media. For 
the study, we bound the scope of this phenomenon to this 
ecosystem.

The study of misleading information encompasses sev-
eral concepts that are often used interchangeably but have 
different meanings, such as fake news, rumors, or hoaxes, 
among others (Zhang and Ghorbani 2020). Clear defini-
tions help to understand the scope and implications that 
each of these concepts has. We distinguish between these 

concepts, providing definitions with wide acceptance in the 
community:

• Misinformation We adopt a definition provided by Swire-
Thompson and Lazer (2020). According to these authors, 
misinformation is any item of information whose con-
tent contradicts the epistemic consensus reached by the 
systematic application of a methodology. Consensus 
can occur through different methods. By applying the 
scientific method, a scientific agreement is reached. An 
investigative methodology in a judicial process drives 
towards a legal consensus. While all consensus are transi-
tory given that are subject to the community’s investiga-
tion, misinformation contradicts the available evidence. 
Examples of misinformation are the statements made by 
groups such as the anti-vaccines (Germani and Biller-
Adorno 2020), who refuse the scientific evidence.

• Disinformation Disinformation is a specific type of mis-
information whose purpose is to manipulate and mislead 
public opinion (Zhou and Zafarani 2020). Disinforma-
tion includes all those forms of information dissemina-
tion whose objective is to return power or money to its 
author. Disinformation is materialized, for example, in 
deceptive news and hoaxes (a plan to deceive someone 
in specific).

• Fake news fake news are false news published in the news 
media (Zhou and Zafarani 2020). The definition includes 
all types of news that contain one or more false facts or 
statements. Fake news includes deceptive news, that is, 
news designed to deceive and manipulate, and also unin-
tentional false news, that is, the publication of unveri-
fied false information. Both types of news have different 
causes. While deceptive news are aimed at manipulating 
public opinion, unintentional fake news are related to the 
need to capture the audience using unreliable sources.

• Rumor Zubiaga et al. (2016) defines a rumor as an item of 
information whose veracity status is yet to be verified at 
the time of posting. This widely accepted definition gen-
erally points to posts spread in social networks from no 
authoritative sources, as social media users or untrusted 
news outlets. Accordingly, while fake news originates 
from traditional media and can eventually spread on a 
social network, rumors generally originate within a social 
network. There are many types of rumors, the most com-
monly used categories being the following: true rumor 
(a rumor that was confirmed), false rumor (a rumor that 
was denied with factual evidence), and unverified rumor 
(a rumor that has not been verified or denied yet). These 
types of rumors have been operationalized in automatic 
detection tasks, and there are widely used datasets in the 
area that use this categorization (Ma et al. 2020).

• Stance stance is the posture of a person towards a given 
target or claim. Stances toward targets (e.g., legal abor-
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tion) comprise for and against postures. There are more 
types of stances for claims, being the most widely used 
supporting, questioning, denying, and commenting. 
Stance and false rumors are related concepts, as social 
media users tend to doubt or deny false rumors, while 
confirmed facts are commonly supported (Mendoza et al. 
2010).

• Bot a bot is a software program that handles a social 
network account to perform repetitive actions such as 
repeated postings or reposts of other user messages 
(Cresci 2020). Bots, a.k.a. bot spammers, have the objec-
tive of amplifying the impact of specific content, increas-
ing its visibility. While the first generations of bots 
focused on spamming, the last generations imitate social 
behavior, mimicking humans within networks and being 
very difficult to detect (Mendoza et al. 2020). These bots, 
known as social bots, evolve, incorporating sophisticated 
rules and behavior patterns. The relationship between 
bots and political campaigns has been in the spotlight in 
recent years (Kollanyi et al. 2016). Their ability to help 
spread false information is one of the main threats on 
social media.

The concepts defined above are strongly interconnected. 
On social media, rumors and fake news can be amplified 
by users whose belief system is confirmed by information. 
This phenomenon, known as confirmation bias, strengthens 
the spread of information. The participation of users in its 
propagation can be deliberate or involuntary. Detecting the 
stance of users concerning information can reveal the type 
of information that is spread.

The visibility of some rumors and fake news can be 
amplified by bots (Varol et  al. 2017). The relationship 
between rumor detection and bots has been studied, show-
ing that false information often gains greater visibility with 
support for bot account activity (Mendoza et al. 2020). Bot 
detection is an important task that can help in misleading 
information detection. Accordingly, the misleading informa-
tion analysis has many faces. The most important are rumors 
and fake news and their initial effect on the network, bots 
and their amplifying effect on misinformation, and users’ 
stance in front of this information (Cücük and Can 2020). 
We highlight the relationship between these three faces of 
misleading information in this survey, understanding that 
they address views of the same phenomenon from comple-
mentary perspectives, as we show in Fig. 1.

This study’s focus addresses the three faces of mislead-
ing information mentioned above as variants of the same 
problem. The use of machine learning methods to address 
these variants of the problem is the main subject of this 
study. Accordingly, we review different approaches that 
have addressed these tasks in Spanish. We show that both 
rumor and fake news detection, bot detection, and stance 

classification are related tasks. This study will gather infor-
mation about the study of these tasks in Spanish, either using 
methods based on this language or working on data collected 
on the Spanish-speaking social web.

2.2  Overall view of the study

We develop our study by conducting a systematic literature 
review (SLR). The purpose of an SLR is to provide explicit 
search criteria and the definition of criteria for exclusion 
and inclusion of papers so that the study results can be 
reproduced and updated. The criteria used to identify rel-
evant works must be clear and explicit so that all the works 
included in the study address the focused problem. To organ-
ize the study, we follow the guidelines of Brereton et al. 
(2007), who have systematically studied the literature review 
methodologies. In this paper, we expand these guidelines by 
including a final search stage in which we check papers that 
cite works detected using the SLR search criteria. The same 
exclusion and inclusion criteria are applied to these works to 
ensure that all the works fit the studied problem. The general 
framework of the process is in the diagram in Fig. 2.

The diagram in Fig. 2 shows that the first task of the 
SLR is to plan the review. In this planning, the search terms 
and the inclusion/exclusion criteria are defined. The review 
continues with searching the related literature (Fig. 2-(1)), 
applying the search criteria based on keywords. We use Sco-
pus as a service for literature search (Fig. 2-(2)) because 
Scopus offers extensive coverage of sources, including jour-
nal articles and conferences. Scopus records citations and 
articles that cite found works. These data will be of vital 
importance for the review process in its later stages. Once 
the search process for related literature has finished, the first 
body of literature is available (Fig. 2-(3)), which is thor-
oughly reviewed in a literature screening process guided by 

Fig. 1  The three faces of misleading information in social media. 
Malicious users fed fake news and rumors into social media to manip-
ulate public opinion or generate revenue on their sites (e.g., clickbait). 
Bots amplify the effect of fake news and rumors, increasing its reach-
ability, and accelerating its spread. Finally, users, in this dizzying 
scenario, adopt a stance in front of the information. Many of them 
voluntarily (e.g., hyper-partisans) or involuntarily spread misleading 
information on social networks
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the exclusion/inclusion criteria. The second body of litera-
ture is obtained (Fig. 2-(4)) on which we use Scopus incor-
porating the works that cite the works included in the first 
body of literature (Fig. 2-(5)). The third body of literature 
is obtained (Fig. 2-(6)), which is subjected to the literature 
screening process, applying the same inclusion/exclusion 
criteria and reviewing the references of the selected articles. 
Once this process has finished, the final body of literature is 
obtained (Figs. 2-(7)).

Further details of the review planning, literature search 
and screening processes are provided in “Appendix”.

3  Results

We organize the results found in the SLR using different 
dimensions of analysis. First, we pay attention to the repre-
sentations used to characterize the events. Then, we focus 
on the type of learning algorithms used to solve the task, 
particularly the classification between machine learning and 
deep learning-based methods. Another relevant dimension to 
organize the body of literature relies on the datasets used to 
validate each proposal. We pay special attention to the meth-
ods used to collect and label the data. Within each dimension 
of analysis, we distinguish between the three tasks that are 
subject to this study.

3.1  Representations

We distinguish different types of approaches depending on 
the representations used to characterize the events. Meth-
ods based on the content of the posts are named text-based 
approaches. This kind of approach pays attention to the 
text and stylistic features. User-based approaches make 
use of features extracted from user profiles. Features like 
account age, followers, and followees are essential for these 

approaches. Finally, hybrid approaches make use of both 
representations to address a task.

3.1.1  Text‑based representations

Fake news and rumor detection
The number of papers in fake news and rumor detection 

in Spanish has increased in the last years. A recent com-
petition at PAN 2020 (Pardo et al. 2020) generated much 
attention from the community. Besides, other initiatives such 
as MEX-A3T at IberLEF 2020 (Aragón et al. 2020) have 
helped increase interest in this topic in Spanish. We start 
this section summarizing efforts in fake news and rumor 
detection to later present progress on stance and bot detec-
tion tasks.

In Posadas-Durán et al. (2019), the detection of fake news 
in a Spanish corpus was addressed using text-based features 
extracted from the news headlines. The authors studied the 
usefulness of bag-of-words (BOW) and part-of-speech 
(POS) representations, the latter obtained using a Spanish 
model provided in the Spacy library. The authors evaluated 
n-grams versions of these representations. Lexical features 
were used in Boididou et al. (2018) to distinguish between 
credible and misleading tweets in Spanish. Tweets in this 
work include text and images. The authors used the text 
of the tweet to infer the veracity of the post. The approach 
considers aggregated features at the text level, such as the 
number of positive and negative words, number of exclama-
tion marks, and emoticons. The authors also incorporated 
features extracted from the comments, such as the number 
of tweets that include hashtags or mentions. Abonizio et al. 
(2020) evaluate textual features that are not tied to a specific 
language for detecting fake news. The authors studied the 
problem in three languages: American English, Brazilian 
Portuguese, and Spanish. The Spanish partition used for the 
study corresponds to the Fake News Spanish Corpus. Sev-
eral stylometric and psychological text features were used to 
support the detection of fake, legitimate, and satirical news. 
Miranda et al. (2020) analyzed the headlines and downloads 
of a relevant newsgroup in Costa Rica, classifying them as 
true or false news according to the source that disseminates 
them. The news was represented according to its content 
using lexical and psycholinguistic characteristics.

The author profiling task at PAN 2020 (Pardo et al. 2020) 
proposed the fake news spreaders detection task, distinguish-
ing between fake promoters and trusted users using tweet 
track records. The challenge provides two data partitions, 
one in English and one in Spanish. Many of the submis-
sions to this challenge used representations based on text 
features. Vogel and Meghana (2020) used term frequency-
inverted document frequency (TF-IDF) char n-grams and 
char n-gram counts. Ikae and Savoy (2020) uses word selec-
tion based on relative differences in TF rankings between 

Fig. 2  General process of the SLR used in this study. First, we apply 
search strings to identify an initial document body. These documents 
are examined using inclusion/exclusion criteria. A second stage of the 
SLR consists of analyzing the works that cite the papers detected in 
the first phase. After applying the inclusion/exclusion criteria, the ref-
erences are reviewed, looking for more relevant documents. Finally, 
the documents are consolidated into a single body of literature
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both classes. Majumder and Das (2020) used the Universal 
Sentence Encoder Multilingual (Yang et al. 2020), an exten-
sion of the Universal Sentence Encoder created for Eng-
lish (Cer et al. 2018). The encoder allowed them to code 
both partitions of the dataset to tackle the task. Giglou et al. 
(2020) uses ConceptNet Numberbatch (Speer et al. 2016), a 
hybrid word embedding built using an ensemble approach. 
It combines data from ConceptNet (Liu and Singh 2004), 
Word2Vec (Mikolov et al. 2013), GloVe (Penningtonet al. 
2014), and OpenSubtitles 2016 (Tiedemann 2012) using a 
variation of retrofitting. ConceptNet Numberbatch is a multi-
lingual word embedding, where words in different languages 
share a common semantic space, and all languages inform 
that semantic space. They concatenate the average feature 
vectors computed using ConceptNet Numberbatch with 
Latent Semantic Analysis (LSA) vectors computed from 
a matrix of token counts related to n-grams. Shashirekha 
and Balouchzahi (2020) use ULMFiT (Universal Language 
Model Fine-Tuning) (Howard and Ruder 2018) trained on 
the Spanish Wikipedia and fine-tuned in the PAN dataset. 
Lichouri et al. (2020) combine three TF-IDF features (word 
5-grams, char 5-grams, and char with boundary 5-grams) 
to create a feature vector per user. Shashirekha et al. (2020) 
combine unigram TF-IDF, n-gram TF, and Doc2vec trained 
on the PAN 2020 fake news spreaders dataset. Then, they 
apply feature selection on unigram TF-IDF and n-gram TF. 
Fernández and Ramírez (2020) use bigrams and trigrams 
considering the top 1000 features, ordered by frequency 
from the whole corpus. Then, they compute one text vector 
per profile, comprising the whole tweet record of each user. 
Koloski et al. (2020) use char n-grams and word n-grams 
with low dimensionality reduction through singular value 
decomposition (SVD) term-document matrix decomposi-
tion. Pinnaparaju et al. (2020) use TF-IDF to create a word 
vector for each user. Bakhteev et al. (2020) use FastText 
(Bojanowski et al. 2017) at tweet level to train a recurrent 
neural network (RNN). Espinosa et al. (2020a) use word 
n-grams and char n-grams to compute a feature vector at 
the user-level. López and Martí (2020) use the multilingual 
extension of the universal sentence encoder to compute text 
embeddings at the tweet level. These embeddings are fed 
into many dense layers to obtain a final representation of 
each user record. Manna et al. (2020) combine stylometric 
features, categories of emojis, and lexical features related 
to news headlines to create a unique feature vector per user. 
Pizarro (2020) combines char n-grams and word n-grams to 
create a text-based feature per user. A similar approach was 
followed by Buda and Bolonyai (2020), who only use word 
n-grams. Das et al. (2020) use ELECTRA-based embed-
dings (Efficiently Learning an Encoder that Classifies Token 
Replacements Accurately) (Clark et al. 2020), a variant of 
Bidirectional Encoder Representations based on the Trans-
former (BERT) (Devlin et al. 2019) that is pretrained using 

a replaced token detection task. This training strategy allows 
them to work with longer sequences of text. They sample 
each tweet collection, building 15 different base models, 
which are processed by a dense layer to fed a softmax clas-
sifier. Shrestha et al. (2020) use many features based on writ-
ing style, word n-grams, char n-grams, and BERT semantic 
embeddings. Each of these feature types is used to train a 
single classifier. Labadie et al. (2020) use char, and word 
level encoders trained on-the-fly and fused to fed a clas-
sifier. Also, the representation is combined with stylistic 
features. Vogel and Meghana (2020) extended their work 
submitted to the fake news spreaders task at PAN 2020, 
studying characteristics and tendencies in the dataset used 
during the competition. The study shows that the task was 
challenging in two ways. Many tweets mixed false with fac-
tual information. Also, tweets were inherently noisy, short, 
and incorporate many platform-specific features and many 
spelling mistakes and grammatical errors. Accordingly, 
word-level-based approaches perform worse than character 
n-gram approaches.

Fake news analysis in Mexican Spanish was addressed 
in MEX-A3T (Aragón et al. 2020) at IberLEF 2020. The 
Fake News Detection Track consists of classifying a given 
set of news written in Mexican Spanish between true and 
fake. Villatoro-Tello et al. (2020) used three different sets of 
features for this task, namely word n-grams, char n-grams, 
and BERT for Spanish (BETO). These vector features were 
concatenated and fed into a supervised autoencoder (SAE) 
to obtain a low-dimensional vector with 300 components. 
Zaizar-Gutiérrez (2020) use TF-IDF term weighting to cre-
ate a vector representation of each news. A similar approach 
for text representation was adopted by Arce-Cardenas et al. 
(2020), who also use TF-IDF term weighting to represent 
the news.

Stance classification Stance classification was one of the 
tasks considered in the Ibereval contest (Taulé et al. 2018). 
The challenge releases two datasets related to the 2017 Cat-
alan Referendum, considering both Catalan and Spanish 
tweets. This challenge recorded many papers with different 
approaches. A group of papers addressed the task using word 
embeddings. For example, Vinayakumar et al. (2017) used 
word embeddings to represent the tweets. Word embeddings 
were defined as learnable parameters related to the stance 
classification task. The study shows that the approach is 
promising. González et al. (2017) also explored the use of 
word embeddings to tackle the task. However, the authors 
decided to use embeddings pretrained over the Spanish ver-
sion of Wikipedia using word2vec (Mikolov et al. 2013). 
The work showed that the use of pretrained embeddings 
decreased the effectiveness of the stance classifier. Barbieri 
(2017) also evaluated the performance of word embeddings 
in this task. Vectors pretrained using FastText (Bojanowski 
et al. 2017) on a 5 million tweets corpus geo-localized in 
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Spain were used. The reported results show better perfor-
mance in the dataset in Spanish than in Catalan. FastText 
was also used by Wojatzki and Zesch (2017), who showed 
that stance classifiers trained on these representations 
obtained slight improvements compared to word n-grams 
and char n-grams. Ambrosini and Nicolo also used FastText 
to solve the task obtaining better results in Spanish than in 
Catalan (Ambrosini and Nicolò 2017).

Another widely used representation in IberEval was based 
on word n-grams or char n-grams. For instance, Swami et al. 
(2017) evaluated char n-grams and word n-grams show-
ing that both representations got the same performance 
in Spanish, but char n-grams are slightly better in Catalan 
tweets. An approach based only on word n-grams showed 
that stance detection performed better when using Spanish 
and Catalan tweets than when using only Catalan (Taulé 
et al. 2018). Segura-Bedmar (Taulé et al. 2018) evaluated 
the effectiveness of word n-grams using TF-IDF vectors. 
Although the results obtained in the validation partition 
were satisfactory, the results in the testing partition were 
much lower, evidencing the presence of overfitting in the 
training of these classifiers. TF-IDF vectors constructed on 
word uni-grams representations were used to address the 
stance detection task (García and Larriba Flor 2017). The 
authors claim that combining Catalan and Spanish tweets 
in a single dataset allows obtaining a classifier with better 
results than those obtained when training separating both 
languages. The winning study of the stance competition 
also followed a text-based approach (Lai et al. 2017). That 
work defined several characteristics, among them stylistic 
characteristics (e.g., bag-of-words, bag-of-lemmas, POS and 
char n-grams), structural characteristics of the text (e.g., fre-
quency of hashtags, amount of words that starts with capital 
letters), and context characteristics of the tweet (e.g., words 
included in anchor and outlinks). A more sophisticated rep-
resentation approach was adopted in Taulé et al. (2018), 
where word embeddings and lexicons were combined. The 
authors adopted a word2vec representation trained on the 
task data. Various lexicons were used to detect affective 
words, including ELHPolar (Saralegi and Vicente 2013), 
ISOL (Molina-González et al. 2013), MLSenticon (Cruz 
et al. 2014), and a Spanish version of NCR (Mohammad 
and Turney 2013). The study shows that the combination 
of word2vec and lexicon-based word n-grams offers better 
results in the validation partition of the task that the one 
obtained using char n-grams or word n-grams.

Bot detection
Author profiling for bot detection was proposed as a chal-

lenge in PAN at CLEF 2019 (Rangel and Rosso 2019). The 
task considers two folds of Twitter accounts, one in Span-
ish and the other in English. The Spanish partition records 
2400 bot accounts and 2400 human accounts, with splits 
of 1500/900 tweets per class. For each account, there is a 

history of 100 tweets per author. The competition received 
several papers with different approaches. Many papers 
explored the use of word n-grams and char n-grams rep-
resentations. Srinivasarao and Manu (2019) addressed this 
task using char n-grams and word n-grams. The authors rep-
resented each user with a sequence of tweets. The authors 
concluded that word unigram and bigram perform well 
when a sequence of tweets in Spanish is analyzed. A similar 
approach was studied by Jimenez-Villar et al. (2019), who 
showed competitive results in this task by combining word 
n-grams and 3–5 character n-grams. Espinosa et al. (2019) 
studied character n-grams to solve the task. The authors 
showed that the results obtained using this approach are 
similar in both Spanish and English tweets. Unigrams and 
char n-grams were also evaluated in this task, showing good 
results in the validation fold but lower results in the test-
ing partition, evidencing overfitting during classifier train-
ing (Van Halteren 2019). Other proposals also used char 
n-grams and word n-grams in this task (Pizarro 2019; Vogel 
and Jiang 2019; Fagni and Tesconi 2019), adding other char-
acteristics such as the polarity of each tweet and the point-
wise mutual information (PMI) of terms (Giachanou and 
Ghanem 2019) or POS n-grams (Gishamer 2019).

Fernquist (Fernquist 2019) defined ad hoc characteristics 
for author profiling tasks in PAN at CLEF 2019, such as the 
monotonicity and lexical diversity of the posts. The objective 
of these characteristics is to capture repetitive lexical pat-
terns that show the use of algorithms to generate text. These 
characteristics’ regularity was measured using text compres-
sion ratios, showing that bots tend to produce low entropy 
texts. Bacciu et al. (2019) also used lexical-based features 
to solve the bot detection task in PAN 2019. In addition to 
stylometric features, the authors evaluated the usefulness of 
a text masking process, which obfuscates some words from 
the text to increase the focus of the method on the unmasked 
words. The study shows that the characteristics extracted 
using masking text preprocessing have advantages over more 
straightforward stylometric characteristics such as the num-
ber of positive and negative words. In the same competition, 
Ashraf et al. (2019) define several stylometric characteristics 
to tackle the task. The characteristics include, but are not 
limited to, URL counts, hashtags, emojis, capitals, and other 
special symbols. The authors claim that the set of features 
is language-independent, favoring its use in other domains. 
Przybyła (2019) also used an extensive list of stylometric 
features to address the task, showing better results in pre-
dicting bots in English than in Spanish tweets. Stylometric 
and n-grams were combined by Valencia et al. (2019) to 
solve the same task. The authors showed that the combi-
nation of both approaches outperformed n-grams. Goubin 
et al. (2019) defined many stylometric features that were 
used to solve this task. Among other features used for this 
competition, the authors introduced distributional features, 
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such as word entropy and POS tagging distributions. The 
authors showed that their classifier’s performance obtained 
competitive results in both English and Spanish tweets. In 
addition to using stylometric characteristics, Gamallo and 
Almatarneh (2019) used lexicons consisting of specific 
words belonging to the language of bots and humans. These 
lexicons were built on-the-fly using the PAN 2019 dataset, 
identifying frequent words in each of the classes defined for 
the task. The authors report better results in detecting bots 
in Spanish than in English tweets. Stylometric features were 
also used in other studies of this contest (Johansson 2019; 
HaCohen-Kerner et al. 2019).

Some papers submitted to the author profiling task in 
PAN at CLEF 2019 used word embeddings. For instance, in 
Onose et al. (2019) word embeddings pretrained on a corpus 
with around 1.5 billion words created from multiple Span-
ish web resources were used to solve the task. The authors 
showed that a deep learning model trained on these vectors 
was outperformed by simpler models, such as char n-grams 
or word n-grams. The authors attribute this result to the lit-
tle thematic coverage offered by the Spanish corpus. Petrik 
and Chuda (2019) also used word embeddings to represent 
each sequence of tweets in this contest. However, they evalu-
ated a variant where the embeddings were trained on-the-fly 
using word2vec on the same dataset. The authors showed 
that this approach performs better in English than in Spanish 
tweets. Halvani and Marquardt proposed a similar approach 
(Halvani and Marquardt 2019). They also confirmed that 
when training word embeddings on-the-fly, better results 
were obtained in detecting bots in English than in Spanish. 
Word embeddings pretrained using FastText (Bojanowski 
et al. 2017) in Spanish were used in Polignano et al. (2019). 
The paper claims that the results obtained using FastText 
outperforms word n-grams, char n-grams, and word2vec. 
Word2vec and text-based vectorizations as TF-IDF were 
combined to address the bot detection task (López-Santillán 
et al. 2019). The authors decided to combine several vec-
tor representations of text using genetic programming to 
obtain a global combination at the user’s level. The authors 
report better results when analyzing tweets in English than 
in Spanish.

The SLR detected two papers for stance classification 
in Spanish not related to the PAN competition that uses 
text-based representations to address the task. In a paper 
authored by Lai et al. (2020), the authors explore a large 
number of lexical features to address stance detection. The 
authors distinguish between four types of characteristics. 
These are (1) stylistic features including word n-grams, char 
n-grams, POS tagging-based features, and lemma-based fea-
tures, (2) stylometric features, (3) affective features, based 
on both sentiment lexicons [e.g., Affective Norms for Eng-
lish Words (AFINN)] or emotions [e.g., Linguistic Inquiry 
and Word Count (LIWC)], and (4) domain knowledge-based 

characteristics. The latter is of particular relevance for stance 
detection since the authors include the descriptors’ charac-
terization of the target topic on which a post expresses a 
stance. The authors evaluate these characteristics in differ-
ent settings, which allows them to obtain several relevant 
conclusions. They stand out that stylistic features perform 
well in supervised learning environments, while affective 
and stylometric features perform better in semi-supervised 
learning. The study also highlights that affective character-
istics work better when the target of the stance points to a 
celebrity. At the same time, stylometric features offer better 
results when the target is a campaign or institution. Graells-
Garrido et al. (2020) study how demographic groups are 
represented in the discussion about abortion legislation in 
Argentina and Chile. When analyzing users’ stances related 
to this discussion, the study shows that the stance can vary 
dramatically over time, even in users with strong opinions 
about an issue. Text-based representations (word n-grams) 
were used to address this task.

In summary, in this section, we showed that many of the 
papers detected by our SLR that use text-based representa-
tions are related to three competitions: IberEval 2017, PAN 
2020, and PAN 2019. Many papers have focused on fake 
news spreaders detection and author profiling using text-
based representations in Spanish. This fact highlights the 
importance of these competencies in the investigation of this 
problem.

3.1.2  User‑based representations

Our SLR detected two papers based on users’ representa-
tions to address tasks related to the subject of this study, one 
related to claim verification and the other to bot detection. 
User-based features are used in Boididou et al. (2018) to 
distinguish between credible and misleading tweets in Span-
ish. Tweets in this work include text and images provided 
in a dataset named Verification Corpus. The authors make 
use of user-based features to infer the level of veracity of a 
tweet. Features considered in this work include the number 
of followers and followees, account age, and many binary 
features retrieved from the user profile as if the account is 
verified or includes biography. Al-Zoubi et al. (2018) define 
several user-based features to train a Twitter bot account 
classifier. The approach combines characteristics extracted 
from the user’s profile (e.g., number of followers/followees, 
account age, the existence of actual image in the profile, liv-
ing place) and characteristics of user behavior. Experiments 
on a multilingual dataset that includes Spanish accounts 
show that some of the most relevant features for this task 
are the number of followers and the characteristics derived 
from the user profile’s completeness.
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3.1.3  Hybrid representations

Fake news and rumor detection The author profiling task 
at PAN 2020 (Pardo et al. 2020) that considers a challenge 
for fake news spreaders detection in Spanish and English, 
also received submissions that used hybrid representations 
of their data. Agirrezabal (2020) used each user’s complete 
tweet track to build a feature vector computed with the aver-
age word embedding from all words used. Word embed-
dings were computed on-the-fly. This vector was combined 
with features vectors based on user, stylometric, and POS 
tags features. Cardaioli et al. (2020) combined stylometric 
text features as diversity, readability, and five personality 
features: agreeableness, conscientiousness, extraversion, 
emotional range, and openness. Espinosa et al. (2020b) com-
bined psychological features based on emotions and write 
style, linguistic features (e.g., POS and Named Entity Rec-
ognition (NER)), user profile features (e.g., mentions, RTs, 
and hashtags), and headline text features. Hashemi et al. 
(2020) combined word-based TF-IDF and word embeddings 
pretrained on the Spanish Wikipedia with user profile fea-
tures: agreeableness, conscientiousness, extraversion, emo-
tional range, and openness. Bello et al. (2020) combined 
user behavioral features as URL, hashtag, retweet, and user 
counts; lexical features as word and char counts, POS tags, 
NER tags, and psycholinguistic features based on lexicons 
as LIWC (Chung and Pennebaker 2012). Russo (2020) com-
bined stylometric and user behavioral features as the number 
of RTs, mentions, replies, URLs, hashtags, and emoticons 
combined with emotion words.

Bot detection Hybrid representations combine features 
extracted from texts and users’ profiles. Papers that use ser-
vices based on hybrid features, such as Botometer, also fall 
into this category. Botometer (Davis et al. 2016) is a clas-
sifier of Twitter accounts based on many features. Initially 
trained in English texts, our SLR has found many papers that 
use Botometer to study bots’ presence in Spanish-speaking 
countries. Our SLR also detected papers based on other 
hybrid representations that address some of the tasks related 
to this survey subject.

Botometer (Davis et al. 2016) contains a classifier that 
uses various data sources, combining user, content, and 
network-based data. Although Botometer was initially 
designed for tweets in English, it has been used on foreign 
language networks. Botometer was used to detect bots on 
the Honduran Twitter network during the 2017 presiden-
tial election (Gallagher et al. 2019). The authors show bots’ 
presence during the campaign, with more than one hundred 
separate communities of social bots being identified. Bot-
ometer was also used to detect bots in a trending topic in 
Mexico (Suárez-Serrato et al. 2018). The study shows a 
significant presence of bots on the network. The types of 
features used to analyze the detected bots include lexical 

and network features, determining that some bots do not 
have an adversarial behavior, suggesting the need to define 
a class of benign bots. Botometer was also used to detect 
bots in four trending topics related to natural disasters in 
Mexico and USA (Khaund et al. 2018). The study performs 
a structural analysis of the bot and human networks involved 
in these trending topics and leads to a lexical-based analy-
sis of the tweets. The study concludes that while humans 
have more focused interests in specific communities, bots 
follow accounts without a clear sense of community belong-
ing. Another work that has used Botometer to detect bots 
in Spanish-speaking networks is Castillo et al. (2019). The 
work shows a significant presence of bots during the Chil-
ean 2017 presidential elections. The authors compare Bot-
ometer results with other classifiers trained by them using 
lexical and user-based features without detecting significant 
performance differences. Botometer was also used to detect 
bots in Guatemala (Richards et al. 2019), showing a high 
presence of automated accounts. The authors started with a 
small number of bot accounts, from which they build a net-
work of followers and followees to carry out their analysis. 
After retrieving the Botometer scores for all the accounts, 
the authors applied kernel density estimation on the score 
distributions, finding evidence of bimodality. The authors 
take advantage of these features to tag bots in the highest 
bot-account density mode. Pastor-Galindo et al. (2020a) 
studied the detection of bots in the context of the 2019 Span-
ish general election. The authors gathered more than 5.8 
million tweets related to the election authored by almost 
eight hundred thousand users involved in political discus-
sions. Tweets and user profiles were tagged using automatic 
tools, computing topics, and keywords-based features for the 
tweets. Botometer-based features were also retrieved for this 
task. The study shows how to use the data to reveal trending 
topics and the intervention of bots detected using Botometer 
in these topics. The study reveals that bots are used during 
political debates to amplify the social impact of social media 
candidates.

Other hybrid-based representations not based on Bot-
ometer are also devoted to author profiling tasks. Van Hal-
teren (Volkova and Bell 2017) follows a hybrid approach for 
predicting deleted accounts in many languages, including 
Spanish. The study evaluates user, network, and lexical-
based features to characterize the behavior of several Twit-
ter accounts. The study shows that a combination of these 
features is helpful in the prediction of deleted accounts. 
The authors conclude that the analysis can help credibility 
assessment since many deleted accounts are used to amplify 
misleading information. Our SLR detected three papers in 
PAN at CLEF 2019 based on hybrid representations. User 
and text-based approaches are combined in Oliveira et al. 
(2019). The authors showed that although the combination 
of all the characteristics allows obtaining better results in 



Social Network Analysis and Mining (2021) 11:36 

1 3

Page 9 of 26 36

PAN 2019, the user-based features achieved a very com-
petitive performance. Other work (Bounaama and Abder-
rahim 2019) in the same contest pay attention to stylomet-
ric features, combining them with user-based features. The 
study claims that bot detection using this hybrid approach 
gets similar results in English and Spanish tweets. A simi-
lar approach was proposed by Bolonyai et al. (2019), who 
combined stylometric and user-based features to solve the 
task in PAN 2019. The paper shows that the combination of 
features allows better results when detecting bots than when 
using only lexical features.

3.1.4  Synthesis of the section

This section shows that different representations have been 
explored in any of the three tasks related to this survey. We 
summarize them in Fig. 3. The bars show the number of 
works reviewed in this section according to the type of rep-
resentation and task. By far, word embeddings, text stylog-
raphy and word n-grams are the most used representations, 
followed by char n-grams and BOW. Most of the papers that 
use these representations are related to fake news spread-
ers, bot detection or stance classification due to the IberEval 
2017 and PAN 2019/2020 competitions. This section also 
shows several case studies based on Botometer. Features 
based on users’ profiles or user behavior are less explored. 
The lack of work related to graph-based representations is 
surprising. One reason that explains the lack of works based 
on graphs is the lack of datasets that considers graphs of 
social connections or interactions between users. The dif-
ficulties of acquiring this type of data are probably related 

to the challenges that current platforms have to access this 
type of data, either due to data volume constraints or privacy 
issues. Regarding word embeddings, papers based on word-
2vec, GloVe (Global Vector for word representation), Fast-
Text, and the original version of BERT are detected. While 
FastText and BERT are used because there are pretrained 
versions in Spanish, other embedding-based approaches are 
less explored, revealing the lack of Spanish resources in rep-
resentation learning.

3.2  Learning algorithms

We distinguish different types of approaches depending on 
the learning algorithms used to address the tasks. We sepa-
rate the algorithms between classical machine learning algo-
rithms that depend on handcrafted features or learn directly 
from the input data and deep learning algorithms. Classical 
algorithms as support vector machines (SVM), random for-
ests (RF), and logistic regression (LR) are dominant in these 
tasks, while convolutional neural networks (CNN) and long 
short-term memory (LSTM) architectures are explored when 
deep learning is chosen. Approaches based on attention are 
less explored, and graph-based architectures are unexplored 
in Spanish for these tasks.

3.2.1  Classical algorithms

Fake news and rumor detection Many works of the SLR are 
devoted to fake news and rumor detection in Spanish using 
classical machine learning algorithms. Posadas-Durán et al. 
(2019) introduce a dataset for the detection of fake news in 

Fig. 3  Representations used 
in rumor-fake news/stance/
bot detection in Spanish and 
number of papers in which they 
were used. From left to right, 
the representations are shown in 
decreasing order of occurrence. 
The colors indicate the presence 
of the representation in each of 
the tasks examined in this work

 0

 1

 2

 3

 4

 5

 6

 7

 8

 9

 10

W
ord em

beddings
Text stylography
W

ord n-gram
s

Char n-gram
s

Bag-of-W
ords

Hybrid (User+Stylography)
Part-of-Speech
W

ord + char n-gram
s

Hybrid (Botom
eter)

Char n-gram
s + word em

beddings

Lexicons

Hybrid (User+Lexicons)
User profile

User behaviour

N
um

be
r o

f p
ap

er
s

Representations

Rumor and fake news detection
Stance classification

Bot detection

Representations used in Rumor-Fake news/Stance/Bot detection in Spanish



 Social Network Analysis and Mining (2021) 11:36

1 3

36 Page 10 of 26

Spanish. To distinguish between true and false news, the 
authors study the performance of four classical classifiers. 
These are SVM with linear kernel, LR, RF, and adaptive 
boosting (ADABOOST). These classifiers’ performance 
depends on the type of representation used, obtaining better 
results SVM and ADABOOST when using char n-grams 
and RF when including POS n-grams. Tweets with false 
and real information were used to train classifiers of mis-
leading content (Boididou et al. 2018). The dataset used by 
the authors includes the text and some descriptive images 
of the content. Two algorithms were studied to distinguish 
between true and false tweets; these are LR and RF. Experi-
mental results showed that although both classifiers obtained 
comparable performances, LR had some advantages over RF 
in this specific task. Abonizio et al. (2020) evaluate textual 
features that are not tied to a specific language for detect-
ing false news in the Fake News Spanish Corpus. Classi-
cal machine learning algorithms were used to address the 
task with an average detection accuracy of 85.3% using RF. 
Miranda et al. (2020) analyzed the headlines and downloads 
of a relevant newsgroup in Costa Rica, classifying them as 
true or false news according to the source that disseminates 
them. After training a set of classical binary classifiers such 
as RF, LR, and SVM on text-based features, they obtained 
similar results for these methods, with performance around 
63% in precision. Zaizar-Gutiérrez (2020) evaluated many 
classical algorithms in the fake news analysis in Mexican 
Spanish task addressed in MEX-A3T (Aragón et al. 2020), 
based on TF-IDF text representations, achieving the best 
results using an SVM, with 77.9% in F1 score. Arce-Card-
enas et al. (2020) also evaluated several classical machine 
learning algorithms based on TF-IDF text representations, 
achieving the best results using an feed-forward neural net-
works (FFNN), with 76.1% in F1 score.

Many of the submissions of the fake news spreaders task 
at PAN 2020 used classical machine learning techniques 
to build their classifiers. While LR was chosen by Vogel 
and Meghana (2020) (79% in testing accuracy), Pinna-
paraju et al. (2020) (70%), Manna et al. (2020) (72.5%), 
and Koloski et al. (2020) (79%), RF was used by Cardaioli 
et al. (2020) (74%), Agirrezabal (2020) (72%), and Espi-
nosa et al. (2020b) (64%). Boosted aggregation (BAGGING) 
also attracted the attention of several researchers in this 
endeavor. Ikae and Savoy (2020) built several base classi-
fiers and then tackled the task using majority voting, reach-
ing 72% on testing accuracy. Shashirekha and Balouchzahi 
(2020) constructed two base classifiers using linear SVM 
on unigram TF-IDF and n-grams, respectively. A third base 
classifier was trained using LR at tweet-level doc2vec rep-
resentations. The task was also approached using majority 
voting, reaching 67.5% in testing accuracy. Buda and Bol-
onyai (2020) used an ensemble of classical classifiers (LR, 
SVM, RF, and gradient boosting (XGBOOST)), processed 

to obtain meta-level features fed into an LR, reaching one 
of the competition’s highest results, with 80.5% on testing 
accuracy. Shrestha et al. (2020) also used BAGGING, train-
ing base classifiers on different types of features. The task 
was approached using majority voting, reaching 76% accu-
racy on testing. Other classical algorithms were also tested 
in this task. Bello et al. (2020) used XGBOOST, achieving 
a 72% testing accuracy. Russo (2020) used RF regressors 
(regression as classification) for the task with only 51.5% 
accuracy testing. Neural networks were also studied in this 
task. Giglou et al. (2020) used FFNN for the task, achiev-
ing 74% in testing accuracy. López and Martí (2020) used 
Universal Sentence Encodings (Cer et al. 2018) at the tweet 
level to encode each user’s tweet tracks. The encodings were 
fed into an FFNN with four layers to get an encoding pro-
cessed by a fully dense layer to address the task, reaching 
75% accuracy in testing. Of the classical algorithms, the 
ones with the best performance were those based on SVMs. 
Pizarro (2020) used SVM reaching 82% in testing, the best 
result of the competition. Another very competitive result 
was obtained by Espinosa et al. (2020a), who, with a linear 
SVM, reached 81.8% in testing accuracy. Other submissions 
also used SVMs. While linear SVM was chosen by Lichouri 
et al. (2020) (76%), linear SVM was used by Fernández and 
Ramírez (2020) (73%), and Hashemi et al. (2020) (78.5%).

Stance classification Stance classification records many 
approaches in our SLR that make use of classical machine 
learning algorithms. SVMs with radial basis functions were 
used to address the stance classification task in IberEval 
2017 (Swami et al. 2017). The study shows the performance 
of SVMs on text-based representations. Experimental results 
illustrate that SVMs solve the task better in Catalan than 
in Spanish. Text-based features were used to train differ-
ent classifiers on the stance detection task in IberEval 2017 
(Lai et al. 2017). The study shows the performance achieved 
using SVM, RF, LR, and multinomial Naive Bayes (MNB). 
Furthermore, the authors show a committee machine’s per-
formance, applying majority voting on the previous four 
classifiers’ outputs. Experimental results show that the best 
performance is achieved using SVM, with a slight advan-
tage in the Catalan dataset over the Spanish dataset. Lai 
et al. (2020) introduce multiTACOS, a multilingual system 
for stance detection. The proposed system considers many 
features of different types to characterize tweets’ contents. 
Among the most relevant characteristics defined in the sys-
tem are lexical, syntactic, and stylographic features. Some 
features that reveal cross-lingual patterns would allow the 
system to be more robust to local linguistic variations. The 
system uses classical text classification methods to detect 
stances such as SVM or LR. The authors report results in 
various stance datasets, highlighting the result obtained in 
the IberEval 2017 contest in which they report the best per-
formance. Almendros and Cervantes (Taulé et al. 2018) use 
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text-based features to detect stance in the MultiStanceCat 
task at IberEval 2018. The challenge consists of detect-
ing tweets related to the 10 October Catalan Referendum, 
including tweets in Catalan and Spanish. The authors train 
a linear SVM to address the task. Experimental results show 
performance in testing instances with F

1
 around 30% for 

Catalan and 27% for Spanish tweets. Segura-Bedmar (Taulé 
et al. 2018) uses BOW TF-IDF vectors to represent the 
tweets of the IberEval 2018 contest. Using these vectors, 
the author trains many classical machine learning classifiers, 
showing that the best results are achieved using RF. Experi-
mental results show that the classifier reaches F

1
 around 28% 

for testing instances both in the Spanish and Catalan folds.
Bot detection The task that most classical methods of 

machine learning records in our SLR is bot profiling. This 
is due to many works based on these techniques received 
in the PAN at CLEF 2019 competition. The prevalence of 
SVMs among these techniques is remarkable. For instance, 
an SVM was trained on char and word n-grams represen-
tations addressing this challenge (Srinivasarao and Manu 
2019). The authors showed that the SVM outperformed clas-
sifiers based on MNB and LR. The study also shows that 
the SVM performs better in detecting bots in English than 
in Spanish accounts. A linear SVM was trained on word 
and char n-grams representations to solve the same task 
(Giachanou and Ghanem 2019). The study shows that the 
SVM outperforms other classical algorithms as LR and RF. 
The study also shows that the detection of bots in Spanish 
is a bit more difficult than in English. Bacciu et al. (2019) 
and HaCohen-Kerner et al. (2019) also used char n-grams 
to train an SVM, with promising results in this task. An 
SVM-based ensemble was studied by Gishamer (2019). 
The proposal creates two SVM classifiers, one based on 
word n-grams and the other on POS tags. Both classifiers 
are assembled using an SVM-based meta-learner to make 
the final prediction. The study shows that bot detection in 
English is more straightforward than in Spanish, showing 
that the ensemble outperforms each base classifier. An SVM 
was trained on features related to the account’s behavior, 
sentiment, and variety of posts (Oliveira et al. 2019). The 
study reports better results in detecting bots in English than 
in Spanish. An SVM classifier was trained on the 3-grams to 
solve the same task (Bounaama and Abderrahim 2019). The 
study reports poor results in detecting bots in both Spanish 
and English. The poor performance can be attributed to the 
fact that the 3-grams are incapable of generating a represen-
tation with sufficient descriptive capacity to solve the task. 
In the same competition, a linear SVM classifier was trained 
to detect bots (Vogel and Jiang 2019). The classifier was 
trained on TF-IDF vector representations of word unigrams 
and bigrams as also char n-grams. The study reports prom-
ising results in detecting bots both in Spanish and English. 
Another study (Jimenez-Villar et al. 2019) evaluates text 

representations based on word n-grams and char n-grams, 
looking for the optimal feature selection technique to solve 
the task using SVMs. The authors evaluate three feature 
selection strategies, document frequency selection (DF), 
frequently co-occurring entropy (FCE), and information 
gain (IG). Experimental results show that DF works well 
in detecting bots in English, but IG works better in Span-
ish. The best results in this competition were obtained using 
SVMs. For example, Pizarro (Pizarro 2019) used char and 
word n-grams to train an SVM in this task. The proposal 
uses a TF-IDF representation of the tweets. The study shows 
outstanding results, both detecting bots in Spanish and Eng-
lish. The competition reported that this work obtained the 
best performance, with an F

1
= 93.33 % in detecting bots 

in Spanish. Espinosa et al. (2019) also used SVMs on char 
bi-grams in the same competition. The authors studied other 
classical machine learning methods, such as J48, NB, and 
RF. The results obtained by the SVMs outperformed the 
other methods, obtaining accuracies around 92% in bot 
detection tasks in both English and Spanish.

The PAN at CLEF 2019 competition also received some 
papers that included a wide spectrum of algorithms’ in this 
task. For instance, many learning algorithms were studied 
in Al-Zoubi et al. (2018). The focus of the paper is in the 
selection of the most useful characteristics to solve this 
task. The authors evaluate three selection strategies, whale 
optimization (WO), genetic algorithms (GA), and particle 
swarm optimization (PSO). Experimental results show that 
WO outperforms the other techniques in this specific task. 
Another work with a wide spectrum of methods is that of 
Ashraf et al. (2019) showed that RF outperforms other clas-
sical algorithms when using stylometric features to solve the 
task. Among the algorithms included in the study are MNB, 
LR, SVM, and linear-SVM, being the last two variants of 
SVMs. The study shows that RF performs better at detect-
ing bots in English than in Spanish. LR was also a prevalent 
approach used in this competition. LR was used in Valencia 
et al. (2019) using representations based on tweet content’s 
statistical features. The study reports good results detecting 
bots both in Spanish and English. Several stylometric and 
user-based features were used to create an aggregated repre-
sentation of each tweets’ track addressing the bot detection 
task in the same competition (Bolonyai et al. 2019). The 
proposal shows that a classifier based on LR achieves better 
results in detecting bots in English than in Spanish. Przybyła 
(2019) models the message sequence of each user in the bot 
profiling task. The proposal is based on stylographic hand-
crafted features that are used to measure the predictability of 
the messages generated by each user. The author measures 
distributional features of all the messages, computing mean, 
and standard deviation of the model’s outcomes. These fea-
tures are then fed into an LR classifier, whose outcome is 
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a bot profiling confidence score. The proposal gets better 
results in detecting bots in English than in Spanish.

RF was less explored in this task. Goubin et al. (2019) 
used features based on text to train an RF bot classifier. 
The features include word entropy, the ratio of tweets that 
contain emojis, and part-of-speech (POS) distribution. The 
study reports results based on more classifiers, as bagging 
and an SVM that works on TF-IDF text representations. 
The best results in bot detection were achieved using RF, 
showing critical performance differences between training 
and testing partitions. Johansson (2019) uses text and stylo-
graphic features to train an RF classifier. The classifier gets 
better results detecting bots in English than in Spanish.

Finally, FFNN, decision trees, and MNB were also 
less explored in this competition. An FFNN was used 
in Halvani and Marquardt (2019). For each account, the 
architecture was fed with a matrix input formed by the 
word embeddings of each of the words used in the tweets’ 
track. The embeddings were trained from scratch using 
200 dimensions. A global max pooling operator gets a 1D 
vector representation of each account, feeding it into the 
FFNN network. The output is implemented with a softmax 
layer. The study reports better results in detecting bots in 
English than in Spanish. Many features were used to train 
CatBoost, a gradient boosting algorithm based on decision 
trees (Fernquist 2019). Among the features used to train 
CatBoost, the study highlights the use of Tf-Idf vectors of 
char and word n-grams and some aggregated features at 
the user-level. Experimental results show that CatBoost 
outperforms other ensemble algorithms as RF, showing 
promising results in detecting bots in English and Spanish. 
Gamallo and Almatarneh (2019) use text and lexical-based 
features to train a MNB classifier. The model performs 
well in the bot profiling task, achieving better accuracy in 
Spanish (88%) than in English (81%).

3.2.2  Deep learning‑based algorithms

Fake news and rumor detection The fake news spreaders 
task at PAN 2020 received some submissions based on deep 
learning architectures. Majumder and Das (2020) trained an 
LSTM using sequences of tweets to represent each author’s 
tweet track, achieving 72% testing accuracy. Shashirekha 
and Balouchzahi (2020) used ULMFiT (Howard and Ruder 
2018) to address the task, reaching 64% in testing accuracy. 
Bakhteev et al. (2020) fed a sequence of tweets into an RNN, 
averaging their hidden state vectors to represent each tweet 
track. These encodings were fed into an FFNN to address 
the task, achieving 78% testing accuracy. Das et al. (2020) 
used 15 ELECTRA-based text models (Clark et al. 2020) 
to fed a fully dense layer, combining these representations. 
The encodings obtained were used to fed a softmax layer, 
achieving 69% of testing accuracy. Labadie fed word, and 

char-based embeddings trained on-the-fly to feed an LSTM 
with attention, achieving 72% accuracy. In the fake news 
analysis in Mexican Spanish task addressed in MEX-A3T 
(Aragón et al. 2020), Villatoro-Tello et al. (2020) used a 
fully dense layer to classify the news encoded using a super-
vised autoencoder (SAE). These encodings were used to 
address the classification task, achieving 85.6% in F1 score 
in the testing partition. This result was the best performance 
achieved in the contest.

Stance classification For stance classification, our SLR 
found more works in this line related to the IberEval 2017 
competition. In Vinayakumar et al. (2017), an LSTM and 
a gated recurrent unit (GRU) networks are used to address 
this task. The study shows that LSTM networks offer slightly 
better performance than GRUs when detecting stance in Cat-
alan, while GRU networks outperform LSTM when solving 
the same task in Spanish. Convolutional neural networks 
(CNN) and LSTM networks were combined to solve the 
stance detection task in the same competition (González 
et al. 2017). The hybrid architecture was trained using one-
hot term encodings. The results show that this approach 
outperforms other variants of the same architecture trained 
on word2vec embeddings. Taulé et al. (2018) use word2vec 
to address the MultiStanceCat task at IberEval 2018. The 
authors used word embeddings pretrained on a large-scale 
Spanish corpus of tweets to train a CNN. The classifier was 
also fed with a lexicon-based feature vector that allows the 
representation to include affective features. Although the 
model performed well in the development partition, the 
results in the testing instances were disappointing.

Bot detection The bot detection task in PAN at CLEF 
2019 received more works based on deep learning than the 
other tasks surveyed in this study. Hierarchical attention net-
works (HAN) were used in this competition in Onose et al. 
(2019). The authors created a representation based on word-
2vec for the tweets of each account. The word encodings 
for the Spanish partition of the dataset were trained using 
around 1.5 billion words created from multiple Spanish 
web resources. HAN networks were defined using two lay-
ers based on words and sentences. Both layers were imple-
mented using bidirectional gated recurrent units (Bi-GRU). 
The study reports better results in English than in Spanish 
accounts. A hybrid architecture that combines two CNNs 
and a bidirectional LSTM (Bi-LSTM) was trained by Petrik 
and Chuda (2019). The model was trained on word n-grams 
from a sequence of words defined by a time distributed input 
sequence. The competition reports better results in detecting 
bots in English than in Spanish. In the same competition, 
a 2D-CNN was evaluated to solve the bot detection task 
(Polignano et al. 2019). The authors proposed to represent 
the track of tweets of each account using word embeddings. 
Each tweet was truncated to the first 50 words, achieving 
a matrix with 50 columns whose entries correspond to 
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word embeddings. A sequence of 2D convolutional filters 
was applied, alternating them with max-pooling operators. 
Finally, a flatten layer was applied to get a vector representa-
tion of each account, feeding four fully dense layers trained 
to solve the task. The study tests three word embeddings, 
word2vec trained on Google News, GloVe (Penningtonet al. 
2014), and FastText (Bojanowski et al. 2017). Only Fast-
Text was used to solve the task in Spanish. Experimental 
results show that FastText helps detect bots in both English 
and Spanish. Fagni and Tesconi (2019) combined two text 
embedding architectures to learn a joint representation of 
each tweet, modeling lexical and syntactical text features. 
The authors use a word2vec word embedding architecture 
pretrained on the Spanish Billion Word Corpus. A second 
text encoding architecture mixes a gated recurrent unit 
(GRU) and a CNN neural network to create another text 
embedding. The second architecture’s motivation is to model 
syntactical features, as the combination of GRUs and CNNs 
may capture sequence embeddings. Both embeddings are 
fed into an SVM to address the bot profiling task at CLEF 
2019. Experimental results show good performance in both 
English and Spanish folds.

Finally, only one work in bot detection in Spanish was 
found in our SLR without a relationship with the PAN at 
CLEF 2019 competition. In this work, LSTM networks were 
used to build models distinguishing between deleted, sus-
pended, and non-deleted accounts on Twitter (Volkova and 
Bell 2017). LSTM networks were trained in a supervised 
way, using sequences of tweets from each account. The study 
shows that this model outperforms classical classifiers based 

on SVM and RF, highlighting the need to model the tweet 
sequence to solve this task adequately.

3.2.3  Synthesis of the section

This section shows that classical machine learning tech-
niques are predominant in the tasks analyzed by this sur-
vey. We summarize them in Fig. 4. Among them, the use of 
SVMs is widely adopted by the community as other methods 
such as RF and LR. These tasks are less explored for deep 
learning algorithms, despite the fact that many recent papers 
use this type of architectures. Among these, the LSTM and 
CNN networks have a higher adoption by the community. 
Attention-based approaches are less explored, and work 
based on GNNs was not detected. The use of graph-based 
representation learning in Spanish is unexplored according 
to our SLR.

3.3  Datasets and linguistic resources

3.3.1  Linguistic resources in Spanish

We highlight some linguistic resources that can or should be 
useful for fake news and rumor detection, stance classifica-
tion, and bot detection in Spanish. Representation learning 
in Spanish is a key building block of many of the deep learn-
ing architectures proposed in the literature. Some methods 
have already used these resources. Other resources should 
be relevant in the upcoming years.

Fig. 4  Learning algorithms 
used in rumor-fake news/stance/
bot detection in Spanish and 
number of papers in which they 
were used. From left to right, 
the algorithms are shown in 
decreasing order of occurrence. 
The colors indicate the use of 
the algorithm in each of the 
tasks examined in this work
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• Spanish Billion Word Corpus and Embeddings (SBWCE) 
This resource consists of a corpus of the Spanish lan-
guage of nearly 1.5 billion words, collected from dif-
ferent corpora gathered from the web. It also includes a 
set of word embeddings created from this corpus using 
the word2vec algorithm. These vectors have been used 
by some of the methods outlined in this survey when 
using deep learning approaches (Fagni and Tesconi 2019; 
González et al. 2017). The corpus is available at https:// 
crsca rdell ino. github. io/ SBWCE/.

• Spanish word Embeddings This resource leverages many 
Spanish word embeddings trained on large corpora. The 
resources include embeddings trained using FastText 
(Bojanowski et al. 2017) and GloVe (Penningtonet al. 
2014). The embeddings are available at https:// github. 
com/ dccuc hile/ spani sh- word- embed dings.

• BERT for Spanish This resource release contextual 
embeddings for Spanish based on BERT (Devlin et al. 
2019). The resource, named BETO, was trained on a big 
Spanish corpus that includes the SBWCE corpus. BETO 
embeddings are available at the Huggingface Transform-
ers library. The project is available at https:// github. com/ 
dccuc hile/ beto.

• SpanBERTa This resource releases a RoBERTa (Liu et al. 
2019) language model for Spanish, namely SpanBERTa. 
SpanBERTa has the same size as RoBERTa-base. The 
authors followed RoBERTa’s training schema to train the 
model. SpanBERTa embeddings are available at the Hug-
gingface Transformers library. The project is available at: 
https:// skimai. com/ rober ta- langu age- model- for- spani sh/.

3.3.2  Datasets for fake news and rumor detection 
in Spanish

Even though several papers have addressed this task, many 
of them use datasets that are not public, making it difficult to 
reproduce their results. We identified four datasets for rumor 
verification and/or fake news detection in Spanish that are 
available on the web.

• The Spanish fake news corpus This dataset contains a 
collection of news gathered from various web reposi-
tories, including newspapers, digital media, news veri-
fication sites, and webpages that publish fake news. It 
has 971 news stories, of which 491 are true, and 480 
are false. The dataset is divided into 9 topics: Science, 
Sports, Economy, Education, Entertainment, Politics, 
Health, Security, and Society. The dataset describes the 
news item, including the title, the subhead, and the URL 
in which the original publication can be accessed. It is 
available at: https:// github. com/ jppos adas/ FakeN ewsCo 
rpusS panish.

• Verification corpus This dataset contains true and false 
tweets initially collected for the MediaEval 2015 Verify-
ing Multimedia Use (VMU) task. The dataset contains 
tweets with references to images, of which 193 corre-
spond to real images and 218 to false images. It also has 
two examples of misused videos. The dataset compre-
hends 6225 true tweets and 9404 false tweets posted by 
5895 and 9025 users. Both the images and the related 
tweets are associated with events, some of them real and 
other hoaxes. There are two versions of the dataset, one 
from 2015 and the other from 2016, both with training 
and testing partitions. The dataset provides the tweets 
and the images, all of them with veracity labels and the 
event they are associated with. It is available at: https:// 
github. com/ MKLab- ITI/ image- verifi cati on- corpus.

• FTR-18 This dataset comprehends a multilingual rumor 
dataset on football transfer news. The dataset was col-
lected during the 2018 Summer Transfer Window. The 
FTR-18 dataset comprises 3,045 news articles and more 
than 2,064K tweets. The news considers transfer news 
covered by online sports media written in English (1517), 
Spanish (747), or Portuguese (781) by 96 different news 
organizations. This collection includes 304 transfer 
moves associated with 175 target football players. The 
authors annotated the rumor veracity by adding the 
evidence supporting or refuting the rumor. The dataset 
contains tweets and retweets written in English (1130K), 
Spanish (677K), or Portuguese (257K) that are related to 
the news. The dataset is available at: https:// github. com/ 
dcaled/ FTR- 18.

• PAN-AP 2020 Fake news spreaders detection at PAN 
2020 was proposed as a binary classification task (Pardo 
et al. 2020). The task organizers released PAN-AP-2020, 
a dataset that comprises revisions from fact-checking 
websites such as Politifact or Snopes. The collection of 
tweets related to these news was classified as supporting 
or not fake news. Users that share at least one fake news 
were labeled as spreaders. The dataset comprises 500 
tweet track records at the user-level, with 100 tweets per 
user-profile, with training and testing partitions consider-
ing 300 and 200 instances. Data access can be required 
at: https:// zenodo. org/ record/ 40394 35#. YFDCl_5- E5Q.

3.3.3  Datasets for stance classification in Spanish

We detected three datasets for stance classification in Span-
ish. This observation reveals that this task appears as less 
explored than rumor verification. There are some efforts that 
have extended these datasets, incorporating other Latin lan-
guages such as Italian and French (Lai et al. 2017).

• TW-10 This dataset, namely TW-10, was released at 
IberEval 2017 to address the stance classification task 

https://crscardellino.github.io/SBWCE/
https://crscardellino.github.io/SBWCE/
https://github.com/dccuchile/spanish-word-embeddings
https://github.com/dccuchile/spanish-word-embeddings
https://github.com/dccuchile/beto
https://github.com/dccuchile/beto
https://skimai.com/roberta-language-model-for-spanish/
https://github.com/jpposadas/FakeNewsCorpusSpanish
https://github.com/jpposadas/FakeNewsCorpusSpanish
https://github.com/MKLab-ITI/image-verification-corpus
https://github.com/MKLab-ITI/image-verification-corpus
https://github.com/dcaled/FTR-18
https://github.com/dcaled/FTR-18
https://zenodo.org/record/4039435#.YFDCl_5-E5Q
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towards the Catalan Independence. It includes tweets of 
social and political debates labeled in favor, against, and 
neutral. The data was collected during the year 2015. The 
dataset’s training partition has 5400 tweets in Spanish, 
with 335 in favor, 1446 against, and 2538 neutral. The 
testing partition has 84 tweets in favor, 361 against, and 
636 neutral. It is available at: http:// stel. ub. edu/ Stance- 
IberE val20 17/ data. html.

• MultiStanceCat This dataset was built for the Multi-
StanceCat task released at IberEval 2018. The dataset 
contains 5545 tweets with stance labels in three classes, 
favor, against, and neutral, all of them regarding the 
stance of the tweet concerning the Catalan Referendum. 
This dataset’s training partition records 1680, 1785, and 
972 favor, against, and neutral tweets. The testing parti-
tion records 419, 446, and 243 favor, against, and neutral 
tweets. The tweets were collected from September 20, 
2017, to September 29, 2017. The task and the dataset 
was published at: https:// sites. google. com/ view/ ibere val- 
2018.

• The Catalonia Independence Corpus (CIC) Zotova et al. 
(2020) introduces a multilingual dataset for stance detec-
tion in Twitter for the Catalan and Spanish languages, 
intending to facilitate research on stance detection in 
multilingual and cross-lingual settings. The dataset is 
annotated with a stance towards the independence of 
Catalonia. The dataset is class balanced. The dataset 
comprises tweets from TW-10. It includes more tweets, 
including a collection of tweets from 12 days during Feb-
ruary and March of 2019 posted in Barcelona and dur-
ing September 2018 posted in Terrassa, Catalonia. The 
dataset comprises 680000 tweets in Catalan and 2 million 
tweets in Spanish. The annotation process was based on 
stance classification at the user level. In total, 25,510 
users were manually categorized, reading their top sali-
ent tweets and their profiles. LDA was used to cluster 
more tweets related to underrepresented classes. Finally, 
the dataset has around 10000 tweets per language, with 
4105 against, 4014 in favor, and 1868 neutral tweets. The 
corpus can be accessed at: https:// github. com/ ixa- ehu/ 
catal onia- indep enden ce- corpus.

3.3.4  Datasets for bot detection in Spanish

Even though several works surveyed in this work are devoted 
to bot detection, they collect Twitter accounts without pub-
lishing these data. The only two datasets available for repro-
ducible research dedicated to this topic are:

• PAN AP 2019 The dataset was released for the Author 
Profiling Task of PAN (Plagiarism Analysis, Author-
ship Identification, and Near-Duplicate Detection) at 
CLEF 2019. This dataset collected a set of Twitter user 

accounts labeled as human or bot. For each account, there 
is a history of 100 tweets per author. The task considers 
two folds, one in Spanish and the other in English. The 
Spanish partition records 2400 bot accounts and 2400 
human accounts, with splits of 1500/900 tweets per class 
for training and testing folds. The dataset is available at 
https:// pan. webis. de/ CLEF19/ pan19- web/ author- profi 
ling. html.

• 2019 Spanish general election Pastor-Galindo et  al. 
(2020b) present a Twitter dataset collected from October 
4th to November 11th, 2019, within the context of the 
Spanish general election. The collection contains almost 
eight hundred thousand users involved in political dis-
cussions, with 5.8 million tweets. The tweet collection 
presents the tweets’ topic mentions and keywords (in the 
form of political bag-of-words) and the sentiment score. 
The users’ collection includes one field indicating the 
likelihood of one account being a bot. The dataset com-
bines features retrieved from Twitter and some features 
computed using Botometer. The dataset provides features 
at user and tweet level, favoring the analysis of topics 
related to the Spanish general election and evaluating 
some tasks as bot detection. The dataset can be accessed 
at: https:// data. mende ley. com/ datas ets/ 6cmyy xswyp/1.

4  Discussion of results and challenges

This section answers some important questions related to 
studying misleading information in Spanish. Each of the 
parts of this section addresses a particular question. The 
questions aim to elucidate the pros and cons that we have 
when addressing this problem in our language, allowing us 
to show the gaps and challenges that we will have to face 
to study the problem. Finally, we propose a work agenda 
that allows us to address this topic’s main challenges in the 
upcoming years.

4.1  How far our community has come exploring 
the problem?

Our survey shows that the study of this problem in Spanish 
has gained attention in recent years. Many of the works that 
our SLR has detected are related to competitions and chal-
lenges, highlighting among them the IberEval and PAN at 
CLEF competitions. The other works that address the prob-
lem and that are not related to these competencies are rather 
sporadic. In many cases, they are due to specific groups or 
even individual efforts rather than articulated the communi-
ty’s challenges. In Fig. 5, we show the relationships between 
this survey’s works, indicating with colors the specific tasks 
addressed by each one and indicating the citations between 
them.

http://stel.ub.edu/Stance-IberEval2017/data.html
http://stel.ub.edu/Stance-IberEval2017/data.html
https://sites.google.com/view/ibereval-2018
https://sites.google.com/view/ibereval-2018
https://github.com/ixa-ehu/catalonia-independence-corpus
https://github.com/ixa-ehu/catalonia-independence-corpus
https://pan.webis.de/CLEF19/pan19-web/author-profiling.html
https://pan.webis.de/CLEF19/pan19-web/author-profiling.html
https://data.mendeley.com/datasets/6cmyyxswyp/1
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The citation network shows weak cohesion between the 
works of our SLR, with very few citations between them. 
Most of the citations refer to the works in which the chal-
lenges are described, as nodes B10 (bot profiling task), S2 
(stance classification task), and R44 (fake news spreaders 
detection task). The citation network also shows that stance 
classification is less explored in Spanish (see works in red), 
and these works have only a few citations between them. In 
light of this evidence, we can indicate that our community is 

weakly articulated around this problem. Despite some efforts 
to push the issue based on competencies, its development in 
Spanish shows many challenges.

4.2  How broad is the community that is concerned 
about this problem?

To answer this question, we analyzed the affiliations of each 
of the authors of the papers detected by our SLR. We related 
each of the affiliations to one country. Then, we counted 
the number of papers involved in the SLR attributable to 
each country, showing these results in Fig. 6. Note that some 
papers may count more than once, as in some cases, the 
papers are written by authors from distinct countries.

Figure 6 shows that Spain and Mexico lead this com-
munity. Curiously, non-Spanish-speaking countries such as 
Italy, India, and the USA also push the study of this problem. 
These countries’ appearance may be due to the promotion 
that competitions have in big conferences such as CLEF. 
The contributions of authors from other countries are rather 
sporadic, showing that the attention that our community has 
paid to this problem in Spanish is not very broad.

4.3  What are the methodological biases that have 
limited the progress of our community in this 
problem?

Our study shows that classical machine learning approaches, 
basically those based on supervised classification, are pre-
dominant in our community. This finding shows that our 
community has been slow to adopt deep learning-based 
approaches. This is due to several factors, such as the lack 
of Spanish resources that allow working with Spanish word 
embeddings and the limited availability of datasets built in 
our language to address these problems. The main bias that 

Fig. 5  Citation network of the work surveyed in this study. Each 
node’s size indicates the number of citations that this work has 
received (including citations from work not surveyed in this SLR). 
Colors indicate specific tasks (green for fake news and rumor verifi-
cation, red for stance classification, and blue for bot detection). Each 
node’s label indicates a paper whose reference is indicated in Table 2, 
which can be reviewed in “Appendix”

Fig. 6  Countries that lead the 
study of misleading information 
in Spanish. The plot shows a 
concentration of works led by 
authors whose affiliation cor-
responds to Spain and Mexico
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this survey shows in our community is related to classical 
machine learning techniques that use representations based 
on handcrafted features. In this problem, techniques based 
on graph neural networks and architectures based on atten-
tion mechanisms, such as the Transformer (Devlin et al. 
2019), show a slow adoption.

4.4  What has the English‑spoken community done 
to address this problem? Concerning what they 
have done, What still appears unexplored to our 
community?

The adoption of techniques based on deep learning has 
been fast in the English-spoken community. Many of the 
papers devoted to fake news and rumor verification and/or 
stance detection use deep learning models. The availability 
of English word embeddings trained using various language 
modeling approaches has facilitated these representations 
in misleading information detection and analysis. We can 
mention that the methods that are considered state of the 
art in fake news and rumor verification (Ma et al. 2020) 
are strongly based on deep learning. Its use in this problem 
in our community is incipient. Regarding stance classifica-
tion, some methods (Bugueño and Mendoza 2020) started 
using the transformer architecture, suggesting that the study 
of these architectures in other languages could also offer 
advantages. Finally, in bot detection tasks, recent methods 
use representation learning based on social and interaction 
networks (Cresci 2020; Mendoza et al. 2020). The bot detec-
tion study in Spanish shows few approaches based on these 
techniques.

4.5  A short agenda for the upcoming years

What is unexplored and works well in the English-spoken 
community sets a roadmap. Deep learning is widely used 
and shows good results in fake news and rumor verification, 
stance classification, and bot detection. When the network of 
interactions is a source of relevant information for the task 
(e.g., bot detection), methods based on graph representations 
are crucial. These elements that still appear as unexplored 
in misleading detection in Spanish allow us to configure a 
line of work for the next years, which are consolidated in the 
following agenda:

• Creation of datasets for automatic learning in mislead-
ing information detection in Spanish One of the crucial 
factors driving the study of a problem is the availability 
of data. The study of misleading detection in Span-
ish will require creating datasets that allow training 
automatic learning machines, which can systematically 

validate these tasks’ predictability in our language. The 
creation of datasets for fake news and rumor verifica-
tion, stance classification, and bot detection in Spanish 
is crucial for these purposes. Because the discipline’s 
dominant methods are based on deep learning archi-
tectures, these datasets must be of adequate volume. 
The interrelationship between these tasks drives the 
creation of multitasking datasets, which allow the 
study of several tasks simultaneously, exploiting the 
dependency that these tasks have on analyzing and 
detecting misleading information. The development of 
these datasets will depend on experts’ collaboration 
that can curate the data and the community’s participa-
tion through crowdsourcing platforms that allow large 
volumes of data to be tagged for these purposes.

• Promote the study of deep learning methods for the 
detection of misleading information in Spanish Our sur-
vey shows that the adoption of deep learning methods 
in our community is slow. To accelerate its adoption, it 
will be necessary to develop new resources to use these 
architectures. The creation of repositories with Spanish 
word embeddings points in the right direction to push 
this issue. Likewise, it will be necessary to improve the 
availability and access to Spanish lexical resources that 
facilitate sentiment analysis in Spanish, strongly related 
to stance classification. Finally, the design of bot detec-
tion methods in Spanish will require the use and exten-
sion of methods based on graph-representation learn-
ing. The use of high-volume networks of interactions 
between users, as well as the release of bot detection 
web services specifically trained to detect bots in Span-
ish, is a crucial task to push this issue in the upcoming 
years.

• The need for better articulation of the Spanish-spoken 
community This survey has shown that the Spanish-
spoken community dedicated to studying misleading 
information in Spanish is located in a few countries. 
The need to establish more and better communication 
channels among Spanish-speaking researchers is cru-
cial to address this and other research problems. The 
competitions and challenges in big conferences have 
managed to articulate efforts. We believe that this is 
an interesting path in which we must persevere. More 
and better skills, for example, in stance classification in 
Spanish, appear as immediate tasks for our community. 
Furthermore, building bridges with other disciplines is 
crucial since misleading information in Spanish will 
require sociologists, political scientists, and journalists. 
Interdisciplinary research obtained, for example, in col-
laboration with Social Sciences to understand the scope 
of the automatic methods designed by our community 
is a key aspect that will show the study’s maturity.
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5  Conclusion

In this survey, we have reviewed work detected using an 
SLR for misleading detection in Spanish. Our approach 
addresses the problem from three complementary perspec-
tives: the detection of fake news and rumors, the analysis 
of the reactions of users in social networks, and the detec-
tion of bots. Our study allows us to affirm that these three 
relevant variants have been studied at different depth lev-
els. Our study also reveals that our community’s efforts are 
poorly articulated, that there are few resources to research 
this topic in Spanish, and that the adoption of deep learn-
ing in this problem has been slow.

We propose a short agenda to advance these points, 
reducing the gap with the advances that this topic shows in 
the English-spoken community. The key aspects that stand 
out are related to the creation of more and better datasets 
to study the problem, the promotion of deep learning in 
our community to study this problem, and the urgent need 
for a better articulation of researchers from the Spanish-
spoken community to address these issues in a collabora-
tive and interdisciplinary manner.

This survey can be extended in many ways. The grow-
ing interest in the topic covered in this survey suggests 
that the coming years will show a lot of activity in the 
subject. Also, new relationships between social media phe-
nomena have recently begun to be explored (Giachanou 
et al. 2019). For example, misleading information and hate 
speech show a relation based on cyberbullying, i.e., a way 
to generating harmful online information (Giachanou and 
Rosso 2020). An exciting line to explore is determining 
how hate speech helps amplify false and detrimental state-
ments based on sensitive attributes, such as race, gender, 
ethnicities, and religion (Basile et al. 2019). The propaga-
tion of stereotyped information will undoubtedly become a 
new way of spreading false information with unsuspected 
risks and healthy coexistence threats.

Appendix

Review planning

The review planning step starts by defining search key-
words, which will retrieve the first body of literature. 
These search keywords were defined using logical AND 
and OR connectors to control the coverage of documents 
matched by the search system. The search strings used 
for this process include the three variants of the problem 
that are the object of this study: stance, rumors, and bots. 
To locate the Spanish-speaking community’s results, we 

added the keyword Spanish to each of these terms. We also 
include Twitter as a keyword, the social media platform 
that concentrates the most cited studies in English (Zhang 
and Ghorbani 2020). To avoid restricting the search results 
to English publications, we also use these search strings 
in Spanish. The set of search strings used in the review is 
shown in Table 1.

The search in Scopus was restricted to works published 
since 2009, ruling out works of rumors not related to this 
phenomenon’s explosion in social media. The works were 
restricted to two specific areas of knowledge: Computer Sci-
ence and Engineering. In this way, the retrieved papers will 
include works on automatic detection methods, which is the 
focus of this study.

The review planning process also considers the defini-
tion of inclusion/exclusion criteria. These criteria are subse-
quently used in the literature screening stage, during which 
the content of the works retrieved during the search phase 
is reviewed. The works that meet the inclusion criteria and 
do not match any exclusion criteria are included within the 
literature’s definitive body. We first define a list of exclusion 
criteria with four items:

• Exclusion criteria 1 (ExCr1): When an article appears 
in more than one search, it will be considered only once. 
Accordingly, the articles repeated in the search results 
are eliminated, as well as versions of the same work pub-
lished in different media (duplication by media).

• Exclusion criteria 2 (ExCr2): Articles written in a lan-
guage other than Spanish or English are not considered.

• Exclusion criteria 3: Reviews (ExCr3-a), editorials 
(ExCr3-b), notes and erratum (ExCr3-c), and conference 
reviews ((ExCr3-d)) are not considered.

Table 1  Search strings used in the SLR, A total of 4506 results were 
retrieved using these search strings

ID Search string Results

B1 (fake news OR fake-news) AND Spanish 82
B2 bots AND Spanish 830
B3 stance AND Spanish 382
B4 (rumour OR rumor) AND Spanish 129
B5 Twitter AND Spanish 2417
B6 microblogging AND Spanish 340
B7 noticias falsas AND Español 3
B8 bots AND Español 39
B9 rumor AND Español 6
B10 redes sociales AND Español 75
B11 Twitter AND Español 175
B12 fake news AND spreaders 27
B13 difusores AND noticias falsas 1
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• Exclusion criteria 4 (ExCr4): Articles whose title or 
abstract do not refer to the study (semantic mismatch) 
are discarded.

The inclusion criteria consider two items:

• Inclusion criteria 1 (InCr1): Three sections of the work 
are reviewed. These are abstract, introduction, and con-
clusion. We verify if the work focuses on solving any of 
the tasks object of this study in Spanish.

• Inclusion criteria 2 (InCr2): If there is no conclusive evi-
dence identified when applying inclusion criteria 1, the 
full article is read. If the work does not address any of the 
tasks in the Spanish language, the paper is discarded.

Literature search and screening

The search for papers was carried out during 2020. By 
applying the search strings to Scopus, we retrieved a total 
of 4506 documents. This first body of literature was exam-
ined, applying exclusion and inclusion criteria defined in this 
study. Figure 7 shows how many documents were deleted 

after applying the criteria. The reduction of the initial set 
is notorious. A total of 4360 documents were eliminated 
using the exclusion criteria. The remaining 146 documents 
were analyzed using inclusion criteria. The first inclusion 
criterion was validated in 102 documents, of which 67 also 
match the second inclusion criterion. As a result, the first 
body of literature records 67 documents.

The second body of literature was created by analyzing 
the works that cite the first body of literature. The citations 
include related work relevant to these articles, which pro-
vides an important source of papers connected to the survey 
subject that was not detected using search strings. A total of 
194 documents were identified in this process, which was 
reduced to 69 after applying the exclusion criteria, and 27 
after applying the inclusion criteria.

Both stages of the systematic review made it possible to 
identify a total of 94 documents. We conducted an exhaus-
tive review of their references for these documents, looking 
for works related to this survey subject that had not been 
detected in the previous two stages. In this last process, 
three more papers were identified, which passed the exclu-
sion criteria matching both inclusion criteria. In total, the 

Fig. 7  Exclusion/inclusion criteria applied to the documents detected 
in this SLR. The study considered two stages, the first based on the 
documents identified using search strings and the second based on 
the articles that cited the first body of literature. A total of 94 docu-

ments met the exclusion/inclusion criteria. Finally, after reviewing the 
selected documents’ references, 3 more papers were added to the sur-
vey validating the exclusion/inclusion criteria
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SLR allowed the identification of 97 works related to the 
subject of this survey. The total number of papers per task 
is shown in Fig. 8.

Acronyms

• Systematic literature review: SLR
• Bag-of-Words: BOW
• Part-of-Speech: POS
• Term Frequency Inverted Document Frequency: TF-IDF
• Latent Semantic Analysis: LSA
• Universal Language Model Fine-Tuning: ULMFiT
• Singular Value Decomposition: SVD
• Recurrent Neural Network: RNN
• Bidirectional Encoder Representations based on the 

Transformer: BERT
• Supervised Autoencoder: SAE
• Pointwise Mutual Information: PMI
• Affective Norms for English Words: AFINN
• Linguistic Inquiry and Word Count: LIWC
• Named Entity Recognition: NER
• Global Vectors for word representation: GloVe
• Support Vector Machines: SVM
• Random Forests: RF
• Logistic Regression: LR
• Convolutional Neural Networks: CNN
• Long Short-Term Memory: LSTM
• Adaptive Boosting: ADABOOST
• Feed-Forward Neural Networks: FFNN
• Multinomial Naive Bayes: MNB
• Document frequency selection: DF
• Frequently co-occurring entropy: FCE
• Information Gain: IG
• Whale optimization: WO
• Genetic algorithms: GA
• Particle swarm optimization: PSO
• Hierarchical Attention Networks: HAN

• Bidirectional LSTM: Bi-LSTM
• Gated Recurrent Unit: GRU 
• Spanish Billion Word Corpus and Embeddings: SBWCE
• The Catalonia Independence Corpus: CIC
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